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Abstract— Network intrusion detection is a crucial component of cy-
bersecurity, especially as cyber threats continue to grow in complexity. 
Traditional intrusion detection systems (IDS) struggle to identify 
emerging threats due to their reliance on predefined signatures. To 

address this limitation, this study leverages machine learning tech-
niques, integrating LightGBM, RandomForest, and XGBoost to en-
hance anomaly detection and threat management. To ensure model re-
liability, we implement comprehensive data preprocessing, including 

feature encoding, normalization, and missing value handling  Perfor-
mance assessment utilizing accuracy, precision, recall, F1-score, con-
fusion matrices, and ROC curves illustrates that LightGBM reaches an 
impressive 99. 89% accuracy, exceeding the performance of other 

models in terms of both precision and computational efficiency. This 
research advances prior work by systematically analyzing multiple en-
semble learning methods while ensuring real-time applicability for in-
trusion detection. The results confirm that LightGBM offers both high 

detection accuracy and fast computation, making it a strong candidate 
for real-world cybersecurity systems that require rapid response to 
evolving threats. 
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I. INTRODUCTION  

The use of Machine Learning-based Intrusion Detection Sys-
tems (IDS) encounters three main fundamental obstacles that 
include slow response performance and excessive false alarms, 
and complex data processing [1]. Internet security systems built 
properly need to analyse big network traffic streams rapidly 
while upholding their ability to spot potential threats [2]. ML 

techniques using traditional models need extensive adjustments 
during feature engineering, along with hyperparameter adjust-
ments to reach the best possible results [1]. Deep learning inno-
vations and ensemble techniques have been utilized to increase 
detection capabilities and keep the system operationally effi-
cient [3] [4] [5]. The automation of model selection through 

AutoML-based approaches with automated hyperparameter 
tuning functions leads to improved detection efficiency accord-
ing to research [6]. 

Research has shown that ensemble learning, together with 
appropriate feature selection techniques, creates major positive 
effects on IDS capability and scalability [7]. Multiple artificial 

intelligence models within ensemble learning frameworks suc-
ceed in securing Internet of Things (IoT) environments for ro-
bust detection [2]. Hypergraphs serve as effective tools for net-
work intrusion detection because they identify complex data re-
lationships in multidimensional network data sources [8]. The 
combination of ML approaches that includes feature selection 

with ensemble classification methods has produced IDS sys-
tems that achieve better accuracy and adaptability, as docu-
mented in research [9]. Multiple research studies demonstrate 
that ensemble systems perform better than single ML models 
serve intrusion detection by effectively detecting advanced at-

tack patterns [10]. Heterogeneous graph neural networks com-
bined with large language models show remarkable potential 
for anomaly detection improvements in IDS through their abil-
ity to process sequential dependencies and contextual relation-
ships, according to [11]. 

The research examines an IDS for network traffic classifi-

cation by implementing dual-modality ensemble learning strat-
egies to identify network intrusions. The research uses the 
CICIDS2017 dataset while implementing data normalization 
along with missing value handling and Synthetic Minority 
Over-sampling Technique (SMOTE) for class balancing to op-
timize model training and evaluation according to [12]. The 

anomaly scores generated by Isolation Forest become part of 
the enhanced feature space before classification. LightGBM 
and XGBoost join Random Forest for a thorough accuracy and 
precision and recall and F1-score and confusion matrices and 
ROC-AUC curve performance analysis. Proof from experi-
ments verifies that ensemble learning models enhance detection 

accuracy while fostering the creation of operational and high-
performance intrusion detection systems [14][9]. 
Key Contributions: 

• The research includes a systematic evaluation of three ma-
chine learning frameworks because it presents analysis about 

security applications, suitable models, along with specific ad-
vantages and disadvantages. 

• Our method for handling data includes robust techniques 
which clean the data and normalize it and encode it thus mini-
mizing bias while enhancing prediction accuracy. 

• The chosen models proved suitable for intrusion detection at 
real-time rates since they achieved substantial detection preci-
sion. 

• The performance analysis becomes well-rounded through 
the implementation of confusion matrices combined with ROC 
curves and classification reports 

II. LITERATURE REVIEW 

Intrusion Detection Systems (IDS) have evolved signifi-
cantly over time, with early models primarily relying on rule-
based and statistical techniques to detect attack signatures. Tra-

ditional models, such as Hidden Markov Models (HMMs) and 
Bayesian Networks, were effective for detecting known attack 
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patterns but showed limitations in handling novel and evolving 
threats. 

1.1 Comparison of IDS Approaches 

A summary of the vital features, advantages, and limitations 

of traditional machine learning, deep learning, and ensemble 
learning techniques in IDS is presented in Table 1. 
 

TABLE 1. Comparison of Related Work 

Approach Strength Limitations 

Traditional ML 

(SVM, Decision Trees, 

KNN) 

High interpretability, 

low computational 

cost 

High false positive 

rate, requires feature 

engineering 

Deep Learning (CNN, 

RNN, LSTM) 

Automatic feature ex-

traction, high accu-

racy 

High computational 

cost, requires large 

datasets 

Ensemble Learning 

(Random Forest, 

XGBoost, LightGBM) 

High accuracy, han-

dles high-dimensional 

data, reduces overfit-

ting 

Requires hyperpa-

rameter tuning, com-

putationally inten-

sive 

1.2 Evolution of IDS Research and Techniques 

The development of IDS technology has evolved signifi-

cantly, transitioning from traditional rule-based systems to 
adaptive machine learning and deep learning methods. In the 
early stages of IDS research, models like Naïve Bayes and Hid-
den Markov Models were employed to classify network traffic 
anomalies. While these models performed well in certain sce-
narios, they demonstrated limited effectiveness against zero-

day attacks and produced many false positives as highlighted 
by [9]. The shift to machine learning methods, particularly Sup-
port Vector Machines (SVMs), marked a significant improve-
ment in classification accuracy. These methods were often cou-
pled with feature selection approaches to further enhance per-
formance, as discussed by [3]. Despite these advancements, tra-

ditional machine learning models struggled when faced with 
modern, complex cyber threats. As a result, researchers began 
exploring deep learning solutions, which have shown potential 
for handling large volumes of data and detecting complex pat-
terns in network traffic. 

1.3 Deep Learning-Based IDS 

With the advent of deep learning, IDS models gained the 
ability to detect hierarchical features embedded in network data 
inputs automatically. Real-time attack pattern detection and 
anomaly detection showed strong results from both CNN and 
RNN networks according to studies presented in [5] and [12]. 
Long Short-Term Memory (LSTM) networks proved success-

ful at detecting sequence patterns in network traffic data, 

making them appropriate for intrusion detection tasks, as dis-
cussed in[15] However, the high computational power required 
and the need for substantial labeled datasets remain significant 
barriers to their practical use, as pointed out by[12] Fig. 1. rep-

resents a line graph depicting the improvements in accuracy of 
traditional ML, deep learning, and ensemble methods over time. 

 

 
Fig. 2. Evolution of IDS Performance Across Different Models 

1.4 Advancements in Ensemble Learning for IDS 

Ensemble learning has proven to be an effective solution to 

address various limitations present in traditional machine learn-
ing and deep learning models. Models like XGBoost, Random 
Forest, and LightGBM provide efficient processing capabilities 
for large network datasets. The combination of multiple weak 
learners in ensemble models helps to reduce overfitting, ena-
bling better generalization, as discussed in [2] and [13]. Multi-

ple academic investigations, such as those in [10], demonstrated 
that boosting approaches, including XGBoost and LightGBM, 
can match or even surpass deep learning detection capabilities 
using less computational power. Additionally, the integration of 
deep learning with ensemble techniques in hybrid models has 
shown potential for improved detection performance alongside 

reduced false alarm rates, as noted in [2].  

1.5 Comparative Analysis with Existing Work 

Table 2. presents a comparative analysis of recent studies 
that have explored different IDS approaches, highlighting key 
findings and methodologies: 

 
TABLE 2. Comparative Analysis of IDS Research 

Study Approach Used Dataset Accuracy Key Findings 

[9] SVM, Decision Trees NSL-KDD 94.5 Traditional ML struggled with high false-positive rates 

[5] CNN, LSTM CICIDS2017 98.2 
Deep learning models improved accuracy but were computationally ex-

pensive 

[2] XGBoost, Random Forest CICIDS2017 99.1 
Ensemble learning provided high accuracy with lower computation 

costs 

[12] 
Hybrid Deep Learning (CNN + 

XGBoost) 

UNSW-

NB15 
97.8 Hybrid models enhanced detection but required longer training times 

[10] AutoML-based IDS CICIDS2017 99.3 Automated feature selection improved performance and scalability 

This 

Study 

LightGBM, XGBoost, Random 

Forest 
CICIDS2017 99.89 

Achieved the highest accuracy with efficient ensemble learning and op-

timized preprocessing 
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1.6 Summary and Research Contribution 

The deployment of IDS systems based on deep learning 
technologies becomes challenging because high computational 
costs interfere with real-time readiness. Ensemble learning 

models provide organizations with a suitable solution that 
maintains precision levels while ensuring clear reporting abili-
ties and fast operation times. This research expands on current 
knowledge about intrusion detection by optimizing ensemble 
learning models through pre-processing methods and evaluates 
their performance using comprehensive metrics. The use of 

LightGBM, XGBoost, and Random Forest ensemble tech-
niques demonstrates significant potential in improving IDS per-
formance while maintaining computational efficiency. 

III. METHODOLOGY 

This segment describes the fundamental operations which 
went into designing and implementing together with evaluating 

the anomaly and malware detection framework based on 
LightGBM. The methodology conducts a thorough pipeline 
starting from dataset preparation then progressing to data pre-
processing thus moving onto model training after which it exe-
cutes hyperparameter optimization before finishing with perfor-
mance evaluation. Fig. 3 represents the flowchart of the given 

model. 
 

 
Fig. 3. System Flowchart for the hybrid model 

a. Dataset and Data Preprocessing 

The CICIDS 2017 dataset functions as our study base be-
cause it consists of extensively utilized network traffic data 
identified through different attack categories. Different attack 

types present in this dataset include DDoS attacks and Port 
Scans, and Web Attacks, among others. The available dataset 
includes a training subsection and a testing section, which con-
tains labeled attack type information. 

The beginning of preprocessing consisted of dataset 
downsampling to achieve efficient training and preserve attack 

type diversity. A subset containing 400,000 rows was chosen 
from the dataset to achieve balanced attack type representation. 
The method reduced training complexity without compromis-
ing the difficult nature of the attack detection challenge. 
Currently, we deal with missing data through mean substitution 
for numerical features and the most common value substitution 

for categorical variables. The imputation formula used is:  

𝐼𝑚𝑝𝑢𝑡𝑒𝑑 𝑉𝑎𝑙𝑢𝑒𝑠 =
∑ 𝑉𝑎𝑙𝑖𝑑 𝑉𝑎𝑙𝑢𝑒𝑠

𝑁𝑢𝑚𝑏𝑒𝑟  𝑜𝑓 𝑣𝑎𝑙𝑖𝑑 𝑣𝑎𝑙𝑢𝑒𝑠
          (1) 

We eliminated records that lacked proper labels because we 
wanted to maintain data integrity. We utilized MinMax Scaling 

to normalize all numeric features after dealing with missing val-
ues to bring all features onto a standardized scale. The MinMax 
scaling formula is: 

 𝑋scaled =
𝑋 − 𝑚𝑖𝑛(𝑋)

𝑚𝑎𝑥(𝑋) − 𝑚𝑖𝑛(𝑋)
                         (2) 

Where 𝑋 is the original feature value, and  𝑋scaled is the scaled 
value. 

Label encoding served as the approach to transform cate-

gorical features into numerical data points for feature engineer-
ing purposes. The researchers divided the dataset into training 
and testing portions, where 70% belonged to training and 30% 
to testing to maintain equal distribution patterns between these 
subsets. 

b. Class Imbalance and Balancing 

The main issue that affects network intrusion detection sys-
tems involves class imbalance that reveals attack classes con-
tained in small numbers compared to other classes. A model 
trained with this imbalance will likely predict the majority class 
preferentially which results in weak detection of minority class 
attacks. 

We implemented SMOTE (Synthetic Minority Over-sam-
pling Technique) for minority class oversampling by creating 
new instances through existing data interpolation. SMOTE cre-
ates new samples through the following mathematical formula: 

𝑋new = 𝑋𝑖 + 𝜆 ⋅ (𝑋𝑘 − 𝑋𝑖)                                    (3) 
where: 
𝑋𝑖 is the original sample. 

𝑋𝑘 is a randomly selected nearest neighbour of 𝑋𝑖 
𝜆 is a random number between 0 and 1, determining the position 
of the new synthetic sample. 

This method increased the number of samples for un-
derrepresented classes and improved the model’s ability to de-
tect these minority attacks. 
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c. Model Selection: LightGBM 

This study utilizes Light Gradient Boosting Machine known 
as LightGBM which serves as the main model because of its 
capacity to efficiently process substantial datasets. LightGBM 

implements leaf-wise tree growth to produce models with better 
accuracy alongside reduced training times than usual level-wise 
tree growth methods like XGBoost. 

LightGBM was selected as the main model because it deliv-
ers fast performance together with large-scale capabilities and 
supports direct handling of categorical features without requir-

ing encoding. LightGBM structures its ensemble of decision 
trees so each following stage aims to fix the errors of the previ-
ous decision tree. Through multiple iterative cycles the model 
becomes efficient at detecting minimal network traffic indica-
tors for both anomalies and malware. 

Trees Tj establish training through minimizing the logarith-

mic loss function when classifying data. The formula for the 
loss is:  

𝐿(𝜃) = − ∑[𝑦𝑖 log(𝑝𝑖) + (1 − 𝑦𝑖) log(1 − 𝑝𝑖)]

𝑁

𝑖=1

       (4) 

where: 

• 𝑦𝑖 is the actual label of the sample 𝑖, 
• 𝑝𝑖  is the predicted probability of sample iii belonging 
to the positive class, 

• 𝑁 is the number of samples. 

d. Hyperparameter Optimization 

We performed a Randomized Search for hyperparameter 
optimization to reach maximum LightGBM model perfor-
mance. Randomized Search provided efficient exploration of a 
broad hyperparameter configuration space because of its selec-
tion by the team. The hyperparameters optimized included: 

The number of boosting rounds defines the value of n_esti-
mators in the model configuration. Our research determined the 
best number of trees for the dataset through tests between 100 
and 1000. 
Learning rate: Controls the contribution of each tree to the final 
prediction. The test covered learning rates between 0.01 

through 0.3. 
The complexity of the model depends on both num_leaves: 

which represents the maximum number of leaves within a tree. 
We tested values between 20 and 150. 
Max depth: The maximum depth of a tree. The testing range 
was set between 3 and 10 to safeguard against overfitting and 

to establish general knowledge in the model. 
The required number of data points needed to split a leaf is 

defined through min_child_samples. Leaves of minimum spec-
ified size function as a defense mechanism against overfitting 
due to their control of node dimensions. 

Using Randomized SearchCV, we selected the best set of 

hyperparameters defined as: 

 𝜃∗ = arg min
𝜃

𝐿 (𝜃)                                                          (5)  

Where θ∗is the optimal set of hyperparameters and  𝐿(θ) is the 
loss function for the given set of hyperparameters. 

e. Model Training 

The LightGBM model received the whole training dataset 
for training after the team established the best hyperparameter 
settings. These were the primary steps involved in training the 

system: 
Training occurred on the entire data set that contained both 

the original data and the SMOTE-generated balanced classes. 
LightGBM built an ensemble model using decision trees 

which added new trees with the purpose of identifying errors 
made by previous models. 

Early stopping acted as an approach to limit overfitting dur-
ing the training process. Early stopping serves as a stopping cri-
terion to halt training if the model does not exhibit a perfor-
mance improvement over a specified number of rounds. The 
early stopping criterion appears as follows: 

 If  (best iteration −  current iteration >
                                           patience), stop training              (6) 

whereas patience is the number of rounds without improvement 
before stopping. 
f. Performance Evaluation 

To evaluate the performance of the trained LightGBM 
model, we used the following metrics: 
Accuracy: Measures the overall proportion of correctly pre-

dicted instances: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
                       (7) 

Where: 

𝑇𝑃 is the true positive, 

𝑇𝑁 is the true negative, 
𝐹𝑃 is the false positive, 

𝐹𝑁 is the false negative. 
Precision: Indicates the proportion of true positive predictions 
among all positive predictions: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                            (8) 

Recall: Reflects the model’s ability to correctly identify all ac-
tual positive instances: 

  𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁 
                                                    (9) 

F1-Score: A balanced metric that combines precision and recall 
into a single value: 

𝐹1-𝑆𝑐𝑜𝑟𝑒 = 2 ×
Precision × Recall

Precision + Recall
                            (10) 

Confusion Matrix: This matrix provides a detailed breakdown 
of true positive, true negative, false positive, and false negative 
predictions for each class. 
Multiclass ROC Curves: The ROC curves provide an overview 
of the trade-offs between true positive rate (recall) and false 
positive rate (1-specificity) across different thresholds. 

IV. RESULTS AND DISCUSSION 

a. Model Accuracy and Performance 

The LightGBM model achieved an impressive accuracy of 
99.89%, showcasing its efficacy in detecting network anoma-
lies and malware attacks. The confusion matrix and classifica-
tion report indicated that the model was able to differentiate be-

tween normal and attack traffic with high precision and recall. 
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These results align with findings from previous studies where 
ensemble methods like LightGBM showed robust performance 
in network intrusion detection. 

b. Confusion Matrix and Classification Report 

The confusion matrix revealed that the model successfully 
detected the three attack categories, with minimal false posi-
tives and false negatives. The classification report provided de-
tailed insights into precision, recall, and F1-score for each class, 
showing that the model performs well across all categories. 

These findings are consistent with the results of other ensemble-
based IDS models [9], [11]. Fig.4 displays the confusion matrix 
of the model. 
 

TABLE 3. Model accuracy of the hybrid model 

Metric Value 

Accuracy 99.89% 

Precision 100% 

Recall 100% 

F1-score 100% 

 

 
 

 
Fig. 3. Performance Metrics Comparison (Bar Chart) 

 

 
Fig. 4. Confusion Matrix for LightGBM, Random Forest, and XGBoost 

 

c. Multiclass ROC Curve 

The multiclass ROC curve, displayed in Fig. 5. demon-
strates the model's ability to classify multiple attack types ef-

fectively. The area under the curve (AUC) values for each class 
were consistently high, reinforcing the model's robustness in 
handling different attack scenarios, similar to the findings of 
previous ensemble and hybrid approaches [16], [18]. 

d. Feature Importance 

The top 10 most important features identified by LightGBM 

are plotted in Fig. 6. These features provide valuable insights 

into the behavior of network traffic and the characteristics that 
are most indicative of various types of attacks. 

e. Precision-Recall Curve  

In Fig. 7 plot illustrates the trade-off between precision and 
recall for each class predicted by the three ensemble models. 
Higher area under the curve (AUC) values indicates better per-
formance in distinguishing between classes, particularly in im-
balanced data scenarios. 
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Fig. 5. Multiclass ROC Curve All Models (One-vs-Rest) 

 

 
Fig. 6. Feature Importance for all models 

 

 
Fig. 7. Precision-Recall Curves for All Models 

 



International Journal of Multidisciplinary Research and Publications 
 ISSN (Online): 2581-6187 

 

 

108 

 

Arya Raj and Rakesh Kumar, “AI-Driven Ensemble Models for Anomaly and Intrusion Detection in Network Traffic,” International Journal of 

Multidisciplinary Research and Publications (IJMRAP), Volume 7, Issue 11, pp. 102-108, 2025. 

V. CONCLUSION 

A complete methodology for network intrusion detection 
uses machine learning methods as presented in this study. Ad-
vanced ensemble learning models demonstrate their effective-

ness for network anomaly classification when tested with 
LightGBM, RandomForest and XGBoost. A LightGBM model 
demonstrated the best performance regarding accuracy com-
bined with swift execution speed which makes it suitable for 
actual cybersecurity implementations. 

The research outcomes indicate that optimally detecting in-

trusions depends on how data is prepared alongside selection of 
appropriate features and comparative modeling methods. A 
complete evaluation of each model's efficiency can be acquired 
through using confusion matrices and classification reports to-
gether with ROC curves. These models demonstrate promising 
effectiveness for real-time implementation in intrusion detec-

tion systems because of their robust scalability features. 

a. Future Work & Enhancements 

The research findings present promising results yet further 
developments would improve its effect through the following 
actions: 

Implement SHAP values for detecting which features lead 

to the most impactful intrusion detection process. 
Hyperparameter Optimization: Applying GridSearchCV or 
Bayesian Optimization to fine-tune model performance. 
Deployment Considerations: Exploring the integration of these 
models into real-time IDS frameworks. 
Future exploration may include using GANs to generate syn-

thetic intrusion patterns for training, potentially improving mi-
nority class representation. 

The proposed method receives testing against both tradi-
tional rule-based and signature-based intrusion detection sys-
tems for evaluation purposes. 
Final Thoughts: 

Research collaboration between machine learning systems 
produces automation techniques to maintain and improve high-
security accuracy for intrusion detection. The developed 
method enhances threat detection capabilities while simultane-
ously with building an infrastructure for upcoming AI-based 
cybersecurity solutions. 
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