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Abstract— The purpose of this study is to determine the performance 

of the elastic-net method in overcoming multicollinearity problems 

and compare its estimated value with the Ordinary Least Squares 

(OLS) on dengue case data in Indonesia as well as to find out what 

factors affect dengue cases in Indonesia. The results show that the 

elastic-net method can supress multicollinearity problems and 

produce better regression coefficient estimates compared to OLS 

based on AIC measurements. The analysis showed that the factors 

that influence dengue cases in Indonesia are number of 

environmental health workers ( ), the percentage of households 

with proper sanitation ( ), the percentage of households with decent 

housing ( ), the percentage of households with decent drinking 

water ( ), the amount of rainfall ( ), number of rainy days ( ), 

and population density ( ). 
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I. INTRODUCTION  

Regression analysis is a method for examining how a 

dependent variable is influenced by one or more independent 

variables [1]. However, in its application, there are many 

specific problems when the analysis process is carried out, one 

of which is the problem of multicollinearity. Multicollinearity 

is one of the problems that often arises when performing 

multiple regression analysis, which occurs when there is a 

strong correlation or relationship between two or more 

independent variables [2]. The existence of multicollinearity 

can cause the estimated coefficients in the regression model to 

be unstable so that the standard error produced is large. [3]. 

Several methods can be used to deal with multicollinearity 

problems, including adding new samples, replacing or 

removing variables that have high correlation, regression of 

major components, and several other methods [4]. According 

to [5], the problem of multicollinearity can also be overcome 

by using the regularization method, which can shrink the 

estimation coefficient to zero.  The regularization methods that 

are often used are Regression Ridge, Least Absolute 

Shrinkage and Selection Operator (LASSO), and Elastic-Net. 

The Elastic-Net Regression method is a method that 

combines the penalty values of Ridge Regression and LASSO, 

where this regression is able to overcome the shortcomings of 

Ridge Regression and LASSO which can shrink the exact 

regression coefficient of zero as well as select variables 

simultaneously [6]. 

Based on the explanation, the analysis will be carried out 

on the data of dengue cases in Indonesia to see the 

performance of the Elastic-Net Regression method in 

overcoming the problem of multicollinearity and compare the 

value of the estimated regression coefficient of Elastic-Net 

with Ordinary Least Squares (OLS) and what factors affect the 

dengue cases in Indonesia from the regression model 

produced. A comparison between the Elastic-Net and OLS 

methods was made to determine which method is better in 

addressing the multicollinearity problem based on the lowest 

AIC value of each regression model. 

II. LITERATURE REVIEW 

2.1 Regression Analysis 

Regression analysis is a method for examining how a 

dependent variable is influenced by one or more independent 

variables [1]. There are two types of regression analysis, 

namely simple linear regression used for data with one 

dependent variable and one independent variable, and multiple 

linear regression used for data with one dependent variable 

and more than one independent variables. If there are a 

number of k independent variables,  and 

dependent variable , then the linear regression model has the 

following form: 

 
with,  = dependent variable,  = independent variable,  = 

intercept,  = slope/coefficient, and  = error. 

2.2 Ordinary Least Squares (OLS) 

The least squares method, also known as Ordinary Least 

Squares (OLS) is used to determine estimate , , , …,  

by minimizing the Sum of Squares Errors (SSE) [4]. 

The value of  can be obtained by minimizing the square 

form: 

 
In the form of a matrix the number of squares of error  

can be written as follows: 

 
Based on the general equation multiple linear regression 

with the matrix is obtained: 

  (4) 

(1) 

(2) 

(3) 
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Therefore, the multiplication of the error matrix can be written 

as follows: 

  (5) 
Then, a derivative of  partially to  and equated with zero. 

 

So that the following estimates for the OLS are obtained: 

  (7) 

2.3 Multicollinearity  

According to [7], multicollinearity describes a condition 

where some or all of the independent variables in a regression 

model are highly linearly correlated. There are several ways to 

detect the presence or absence of multicollinearity in a 

regression model, including, seeing a strong correlation 

between independent variables where, if there is a fairly high 

correlation between independent variables, say 0.8, then this 

indicates a multicollinearity problem. Then, looking at the 

Variance Inflation Factor (VIF) value in the regression model, 

the VIF value can be found using the following formula: 

 
with   is the determination coefficient obtained from the  

independent variable which is regressed with other regression 

variables. When the VIF value is above 10, it points to a 

potential multicollinearity problem. 

2.4 Elastic-Net 

Elastic-Net is a penalized regression with penalties from 

both Ridge and LASSO techniques, designed to manage 

problems related to multicollinearity. According to [6], the 

Elastic-Net method can reduce specific regression coefficients 

to zero and simultaneously performs variable selection, 

including the ability to choose groups of correlated variables. 

Elastic-Net was developed to overcome the shortcomings of 

LASSO Regression, where LASSO regression has the 

following drawbacks, when the number of variables (p) is 

greater than the number of observations (n), LASSO only 

selects n variables to be included in the model. Next, when a 

group of highly correlated variables exists, LASSO tends to 

randomly choose one variable from that group. Then, if the 

number of variables (p) is smaller than the number of 

observations (n), Ridge regression will have a greater impact 

on LASSO performance. 

The Elastic-Net penalty is written as follows: 

 
The coefficient estimator in Elastic-Net can be written as 

follows: 

 
where , . 

The α value is a combination of shrinkage coefficients 

between Ridge Regression and LASSO Regression. When α = 

0, the penalty applied is that of Ridge Regression, but if α = 1, 

the penalty is that of LASSO Regression. 

2.5 Akaike Information Criterion (AIC) 

The Akaike Information Criterion (AIC) is a method that is 

also used to select the best model found by Akaike and 

Schwarz. According to [8], the best model is determined by 

looking at the smallest AIC value. The calculation of the AIC 

value is carried out using the following formula: 

 
with SSE = sum of squares error, n = number of data, and p = 

number of parameters. 

III. METHODOLOGY 

The data used in this study is data on Dengue Hemorrhagic 

Fever (DHF) cases in Indonesia with the number of data (n = 

34) and the number of independent variables (p = 9). The 

variables used in this data are number of hospitals ( ), 

number of environmental health workers ( ), percentage of 

households with proper sanitation ( ), percentage of 

households with decent housing ( ), percentage of 

households with decent drinking water ( ), amount of rainfall 

( ), number of rainy days ( ), population density ( ),  and 

number of poor people ( ). This research began by looking at 

the VIF value on the data to find out the problem of 

multicollinearity. Next, Cross Validation (CV) is used to 

determine the optimal λ value for the Elastic-Net Regression. 

The best model determination is done by comparing OLS and 

Elastic-Net regression models based on the smallest AIC 

value. 

IV. RESULT AND DISCUSSION 

4.1 Identification of Multicollinearity 

Before analyzing the data, multicollinearity is first checked 

by looking at the Variance Inflation Factor (VIF) value. 

 
TABLE 1. VIF Value of Each Independent Variables 

Variables VIF 

 16,650395 

 7,356057 

 1,927731 

 2,713775 

 3,115674 

 1,765213 

 1,170997 

 2,559020 

 25,861271 

 

Table 3 above shows that there are two variables with a 

VIF value greater than 10, namely in variables  and   so 

that it can be stated that the independent variables in the data 

used are detected multicollinearity problems. 

4.2 Model Analysis with the Ordinary Least Squares (OLS) 

In this study, a regression model of factors affecting 

dengue in Indonesia in 2021 will be formed through multiple 

linear regression analysis using OLS. The following is an 

estimate of the OLS parameters generated from the data used. 

(6) 

(8) 

(9) 

(10) 
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TABLE 2. Parameter Estimation with OLS 

Intercept -1,216 

 -2,669 

 -8,422 

 1,405 

 -1,452 

 1,145 

 1,517 

 -1,649 

 -1,024 

 5,375 

 

Based on Table 2. then a multiple linear regression model 

with OLS is formed as follows: 

 

  

4.3 Model Analysis with Elastic-Net Regression 

The optimal shrinkage parameter (λ) for Elastic-Net 

Regression is obtained by using Cross Validation (CV), 

namely by selecting a value λ that produces a minimum CVE 

value, where the λ value will produce the estimated value and 

the most optimal error value that minimizes MSE in Elastic-

Net Regression. The CV was carried out with 10-fold cross 

validation. Figure 1. shows the CV value for each log (λ). 
 

 
Fig. 1. Plot Cross Validation of the Shrinkage Parameter (λ) for Elastic-Net 

Regression 

 

Based on Fig. 1, it can be seen that there are two vertical 

lines on the CV that represent the optimal λ values with the 

minimum CVE. The first vertical line shows the minimum log 

(λ) value ( ) and the second vertical line shows the largest 

log value (λ) in one standard error λ minimum ( ). From the 

plot, the minimum CVE value was obtained which is 1.484 

where log(1.484) = 0.3947411. 

 

 
Fig. 2. Elastic-Net Regression Coefficient Plot 

 

By using the optimal shrinkage parameter (λ) in the 

Elastic-Net Regression model, the Elastic-Net Regression 

coefficients for various λ values are obtained as shown in Fig. 

2, where the coefficients for the variables 

 shrink close to zero, while the 

coefficients for variables  and  shrink exactly to zero. 

This aligns with the principle of Elastic-Net Regression, which 

not only shrinks coefficients close to zero but also performs 

variable selection by shrinking some regression coefficients 

exactly to zero. Therefore, using the optimal λ value, the 

Elastic-Net Regression model is as follows: 

 

  

4.4 Comparison of Regression Coefficients for OLS and 

Elastic-Net Models 

The following is a table showing the regression 

coefficients for each of the independent variables in the OLS 

and Elastic-Net methods. 

 
TABLE 3. Regression Coefficients in the OLS and Elastic-Net Models 

Variables OLS Elastic-Net 

 -2,669 0,000000 

 -8,422 -2,064105 

 1,405 1,085229 

 -1,452 -8,090547 

 1,145 5,838272 

 1,517 -4,457860 

 -1,649 -1,258460 

 -1,024 -5,628242 

 5,375 0,000000 

 

From Table 3. it can be seen that there is a shrinkage of 

regression coefficients in the Elastic-Net Regression model for 

variables that experience multicollinearity problems, 

specifically  and . The regression coefficient for  with 

OLS is -2.669 and shrinks exactly to zero in Elastic-Net.  

Then, the regression coefficient for  with OLS is 5.375 and 

shrinks exactly to zero on Elastic-Net. The independent 

variables that experience shrinkage to zero in the Elastic-Net 

will be excluded from the selected model. Therefore, the 

independent variables selected by the Elastic-Net model are 

those that do not have a significant effect on the dependent 

variable ( ). 

4.5 Factors Affecting Dengue Hemorrhagic Fever (DHF) in 

Indonesia 

Based on the model obtained, each factor that affects DHF 

cases will be studied. According to research conducted by [9], 

with so many health workers, it is important for them to 

support efforts to change community behavior, especially in 

terms of dengue prevention. Therefore, the role of health 

workers plays an important role in changing people's behavior 

to create an environment free from larvae, so the number of 

DHF cases depends on the number of health workers. 

According to research by [10], material quality is one of 

the qualities that can describe the welfare of the house such as 

the type of roof, floor and wall that is the widest used, 

including other supporting facilities which include drinking 

water facilities, defecation facilities and fecal disposal sites 

with tanks. A house can be called livable if it has met several 

criteria for the quality of the house. So that the percentage of 

households with livable houses has a very important effect on 

the number of dengue cases, because if the percentage is 

small, this can increase the number of dengue cases, because 

uninhabitable houses can increase the transmission of diseases 

through mosquitoes [11]. 
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According to research by [12], the incidence of DHF has a 

close relationship with home environmental sanitation that can 

create ideal conditions for Aedes aegypti mosquitoes to breed. 

The environmental sanitation factors that can affect DHF 

disease include water reservoirs, garbage disposal systems, 

lighting, and the presence of larvae. Thus, the number of 

dengue cases depends on what percentage of the population 

has proper sanitation. 

According to [13], access to proper drinking water refers 

to the availability of water sources with good quality and 

maintained quality, so that it is safe for consumption by the 

community, where the percentage of drinking water facilities 

that meet the requirements has a significant effect on the 

number of DHF cases. 

According to research by [14], rainfall is the amount of 

rainwater that falls during a certain period, and puddles arising 

from rain can be a breeding ground for Aedes aegypti 

mosquitoes. The thing that triggers the development of Aedes 

aegypti mosquitoes is not only due to rainfall but also depends 

on rainy days, where when the amount of rainfall and rainy 

days increases, the number of DHF cases will increase. 

According to [15], population density is the ratio of 

population to area, where high density can cause dense 

settlements and accelerate the spread of DHF. 

V. CONCLUSION 

Based on the results of research and discussions that has 

been carried out to overcome the problem of multicollinearity 

in the data on dengue cases in Indonesia in 2021 using Elastic-

Net Regression, it can be concluded that the Elastic-Net 

Regression model is better at estimating independent variables 

than the OLS model based on the AIC values obtained. 

Therefore, the best model with Elastic-Net Regression on 

dengue case data in Indonesia in 2021 is obtained as follows: 

 
 

From this model, it can be seen that dengue cases are 

influenced by number of environmental health workers ( ), 

the percentage of households with proper sanitation ( ), the 

percentage of households with livable houses ( ), the 

percentage of households with decent drinking water ( ), the 

amount of rainfall ( ), the number of rainy days ( ), and 

population density ( ). 
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