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Abstract—The Marketing Division is a job whose scope of work is 

the promotion of a product, good or service. The problem that always 

occurs in companies is that there is no department responsible for 

selecting reliable marketing employees. This problem has resulted in 

the employee recruitment process for the new marketing department 

still not being carried out professionally. This can happen because 

there is no standard method to support the assessment of the 

selection of prospective employees in the marketing division. An 

analysis needs to be carried out regarding the selection of employees 

in marketing division placements. By holding this analysis process 

for employees in new marketing department placements, it can be 

seen whether prospective employees in the marketing department 

have passed or not. Based on the existing problems, the data mining 

classification method is used to predict employee selection for the 

marketing division, namely by using the naïve Bayes method. 
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I. INTRODUCTION  

A company is a business entity that operates in the service 

sector and aims to obtain profits from the results of its 

operations. The aim of establishing a company is to generate 

maximum profits. In order to generate profits for the company, 

marketing is needed. Marketing is a very important element of 

a company in terms of achieving goals and maintaining the 

continuity of the company. A company can stand if it has good 

marketing. This marketing is carried out by a work department 

known as sales or marketing. 

Marketing is a type of work that has the scope of work to 

market a product. The marketing process in the company has a 

significant impact on the success of the company's operations. 

Marketing plays an important role in marketing a company's 

products to maintain the continuity of the company's life. It 

can be said that a company can stand if it has reliable 

marketing. Therefore, HR management in the Marketing 

department must be done well. Starting from the stages of 

recruitment, selection, placement, development until the end 

of the career in question. 

The selection process is the process of selecting people 

who have the abilities and competencies that suit the needs to 

fill job vacancies in a company (Garaika & Margahana, 2019). 

Employee selection is the main thing that a company must do 

to get employees who have excellent quality and are 

competent in doing all the company's work (Sari et al., 2015). 

Companies like to find that new marketing players only last 

for a short period of time. The main reason is a mistake in 

recruiting or selecting a new Marketing department where 

after working and carrying out product marketing activities it 

turns out that this Marketing department does not have the 

skills or qualifications needed to become a reliable Marketing 

person. The process of accepting new employees in the 

Marketing department is still not carried out professionally. 

This happens because there is no systematic standard method 

for assessing the selection of Marketing candidates. Therefore, 

the role of the Human Resources (HR) division is very 

necessary in the above problems, especially managers who 

carry out selection, which is needed from the start in the 

process of accepting new employees, especially in the 

Marketing department. 

Research related to selecting placements in the marketing 

department by applying data mining methods. Data Mining is 

a process that can find something meaningful by classifying 

large data stored in repositories, using technology and 

statistical techniques (Iriadi and Nuraeni, 2016). Previous 

research, such as determining prospective employees at PTPN 

12 Blater Tempurejo Jember City using the Naïve Bayes 

method, was research conducted by Nuryanti (2017). This 

research explains the creation of a platform for determining 

prospective employees using the Naive Bayes algorithm 

method, where the results obtained were Accuracy 63%, 

Precision 50%, and Recall 35% from 30 testing data. 

II. LITERATURE REVIEW 

1) Understanding Naïve Bayes 

Naive Bayesis a method Classifying the data with results of 

62% being feasible and 38% not being feasible is assisted by 

the RFM method as data analysis for each customer based on 

segmentation using the "usage rate" attribute in the data so that 

the processed data can be a basic reference in making 

decisions [4]. Simple Bayes Classification is a random 

classification based on Bayes theory. Bayes' Theorem will be 

combined with "Naïve" which means that each 

attribute/variable is independent. Naïve Bayes Classifier can 

be trained efficiently in supervised learning [5]. 

 
X : Data with unknown class 

H: Hypothesis data is a specific class 

P(H/X): Probability of hypothesis H based on condition X 

(posteriori probability) 

P(H): Probability of hypothesis H (prior probability) 
P(X/H) : Probability of X based on the conditions in the 
hypothesis HP(X) : Probability of X 
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III. RESEARCH METHODOLOGY 

In this research, the data collection method used is Primary 

Data and Secondary Data: 

Primary data 

Data obtained directly from the research object through the 

process of observation and interviews. 

Secondary Data 

Data obtained from stakeholders relating to activity 

processes, organizational structure and documents used 

In this case, it explains the steps taken to obtain a research 

methodology, which is a stage that must be implemented so 

that research can be carried out more focused and makes it 

easier to analyze existing problems. 

The research stages are explained as follows: 

Identification of problems 

Identifying problems is a stage carried out by the writer 

regarding the problem to be researched. The method used is 

the SWOT method for analyzing system requirements. 

Collecting data 

Collect data by conducting interviews with stakeholders. 

Data analysis 

Analyzing and processing the data resulting from the 

interview and data collection process. 

Study of literature 

Study and collect sources in the form of books, magazines, 

e-books related to the concept in research. 

IV. RESULTS AND DISCUSSION 

At this stage, the model is tested by calculating and 

obtaining rules for the algorithm applied, namely the Naïve 

Bayes method. 

1. Testing the Naïve Bayes algorithm 

The training data used in the naïve Bayes model is 359 

data from Marketing candidates, divided into 2, namely 100 

data that passed and 259 data that did not pass. 

Prior probability is carried out in the form of the equation 

below: 

Total data = 359 

Pass Data = 100 

Data Not Passed = 259 

P(Passed) = 100 : 359 = 0.2785515 

P(No) = 259 : 359 = 0.7214485 

After obtaining the probability value for each hypothesis 

from the class, the next step is to calculate certain probability 

conditions (Probability X) using data based on the probability 

of each hypothesis (Probability H) or what is called Prior 

probability. Next, to find out the results of the calculation of 

the Prior Probability, a calculation is carried out by detailing 

the number of cases for each attribute of the data variable. The 

results of the calculation of the Prior Probability using the 

Naïve Bayes algorithm can be seen in the following table: 

 

TABLE 1. Prior Probability Calculation 

Node Attribute  

Juit's 

still a 

case 

LOLOS NOOOK P( X|Ci) 

(S) (S1) (S2) LOLOS QIDAK 

ENTROPYQOTAL 359 100 259 0.2785515 0.7214485 

        

1 Jennys Gender       

 P 235 50 185 0.5263158 0.7007576 

 L 124 50 74 0.5263158 0.2803030 

 S.Um  359     

2 TinBody height       

 <=151cm 41 4 37 0.0421053 0.1401515 

 152-154cm 72 2 70 0.0210526 0.2651515 

 155-157cm 101 41 60 0.4315789 0.2272727 

 >= 158 cm 21 3 18 0.0315789 0.0681818 

 <=162cm 21 2 19 0.0210526 0.0719697 

 163-164cm 27 0 27 0.0000000 0.1022727 

 165-167cm 65 41 24 0.4315789 0.0909091 

 >=168cm 11 7 4 0.0736842 0.0151515 

 S.Um  359     

3 Fallowt Body       

 <= 46 kg 10 0 10 0.0000000 0.0378788 

 47 - 51 kg 149 30 119 0.3157895 0.4507576 

 52 - 56 kg 47 15 32 0.1578947 0.1212121 

 >=57kg 29 5 24 0.0526316 0.0909091 

 <= 52 kg 4 0 4 0.0000000 0.0151515 

 53-57kg 93 40 53 0.4210526 0.2007576 

 58-61kg 16 4 12 0.0421053 0.0454545 

 >=62kg 11 6 5 0.0631579 0.0189394 

 S.Um  359     

4 Usia       

 <=20Known 46 8 38 0.0842105 0.1439394 

 21- 22 years 237 73 164 0.7684211 0.6212121 

 23-24Known 42 10 32 0.1052632 0.1212121 

 >=25Known 34 9 25 0.0947368 0.0946970 

 S.Um  359     

5 
JARAK FROM RESIDENCE TO 

WORKPLACE 
    

 <=16km 97 33 64 0.3473684 0.2424242 

 17-27km 74 27 47 0.2842105 0.1780303 

 28-38km 172 38 134 0.4000000 0.5075758 

 >=39km 16 2 14 0.0210526 0.0530303 

 S.Um  359     

6 EXPERIENCEN       

 < 1 Year 308 87 221 0.9157895 0.8371212 

  
> = 1 

Year 
51 13 38 0.1368421 0.1439394 

 S.Um  359     

7 
TES 

CAPABILITY 
      

 <=61 56 7 49 0.0736842 0.1856061 

 62-69 86 9 77 0.0947368 0.2916667 

 70-76 189 69 120 0.7263158 0.4545455 

 >=77 28 15 13 0.1578947 0.0492424 

 S.Um  359     

8 
TARGETING3 

MONTHS 
     

 <=2Customerh 104 4 100 0.0421053 0.3787879 

 3-10Customerh 58 3 55 0.0315789 0.2083333 

 11-18Customerh 157 61 96 0.6421053 0.3636364 

 >=19Customerh 40 32 8 0.3368421 0.0303030 

 S.Um  359     

 

In prior probability there are two classes formed, namely: 

Marketing Candidate Employee Class: Passed 

Marketing Prospective Employee Class: No 

The next stage is to use Prior Probability to determine the 

class of new case findings, by first calculating the Posterior 
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Probability, this is done if a new case is found in data 

processing. The following is a posterior probability table for 

calculating new cases discovered: 

 
TABLE 2. Posterior Probability Calculation 

 

 

Next, after knowing the probability value of each attribute 

relative to the probability of each class or which is formulated 

in the form of the equation P(X|Ci), the next step is to 

calculate the total probability of each class. The following is 

the equation for calculating the probability of each class: 

P(X| Selection = Pass) 

= 0.5263158 x 0.4315789 x 0.3157895 x 0.7684211 x 

0.4000000 x 0.9157895 x 0.7263157 x 0.6421052 

= 0.009416528 

P(X|Selection = No) 

= 0.7007576 x 0.2272727 x 0.4507576 x 0.6212121 x 

0.5075758 x 0.8371212 x 0.4545454 x 

0.3636363= 0.003132072 

P(X|Selection= Passed) P(Passed) = 0.009416528 x 0.2785515 

= 0.002622988 

P(X|Selection= No) P(No) = 0.003132072 x 0.7214485 = 

0.002259629 

From the results of these calculations, it is known that the 

value of P(X|Passed) is greater than the value of P(X|No), so it 

can be concluded that this case will be classified as Passed. 

Experimental Results and Testing of the Naïve Bayes 

Algorithm Method using the K-Fold Cross Validation method 

using RapidMiner: 

 

 

 
Figure 1. Testing the Naïve Bayes Algorithm Model 

 

Figure 1 is a test of the naïve Bayes algorithm model using 

Rapid Minner software. Read Excel which in the picture is a 

tool for taking training data that will be made into a model. 

The data is then connected to Validation. In the validation 

process, tools are added for the model using Naïve Bayes and 

performance for the performance of the classification. 

2. Evaluation and Validation of Results 

Results of model testing that has been carried out by using 

Naïve Bayes to measure the level of accuracy and AUC (Area 

Under Curve). 

a. Confusion Matrix Model 

The Confusion matrix model uses an algorithm naïve 

Bayes classification, then enter the prepared testing data into 

the confusion matrix so that the results in Table 3 are obtained 

as follows: 

 
TABLE 3. Confusion Matrix Naïve Bayes Classifier Algorithm 

 
It is known that in Table 3, 241 were classified as Not in 

accordance with the predictions made using the Naïve Bayes 

Algorithm method, then 28 data were predicted to be No but 

the results turned out to be Pass, 72 data of the Pass class were 

predicted to be suitable, and 18 data were predicted to be Pass 

but turned out to be No. Based on Table, it shows that the 

level of accuracy using the Naïve Bayes algorithm is 87.22%, 

and can be calculated to find the values of accuracy, 

sensitivity, specificity, ppv, and npv in the equation below: 
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a. ROC Curve Evaluation 

The calculation results are visualized with The ROC curve 

can be seen in Figure 2 which expresses the confusion matrix 

from Table. The horizontal line is false positive and the 

vertical line is true positive. 

 

 
Figure 2. AUC value in the ROC graph of the Naïve Bayes Classifier 

Algorithm 

 

From Figure there is a ROC graph with an AUC (Area 

Under Curve) value of 0.920 where the results can be stated as 

Excellent Classification. 

V. CONCLUSION 

Based on the research explained above, it can be seen that 

the data testing carried out using the applied model and the 

%Performance obtained with an accuracy value of 100% can 

be categorized as an excellent Naïve Bayes algorithm model. 
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