
International Journal of Multidisciplinary Research and Publications 
 ISSN (Online): 2581-6187 

 

 

51 

 
Cyntia Fanny, Alexander Waworuntu, and Julio Christian Young, “Implementation of Conditional Random Field for Named Entity 

Recognition in Indonesian Traditional Arts Digital Article,” International Journal of Multidisciplinary Research and Publications (IJMRAP), 

Volume 5, Issue 2, pp. 51-55, 2022. 

Implementation of Conditional Random Field for 

Named Entity Recognition in Indonesian Traditional 

Arts Digital Article 
 

Cyntia Fanny, Alexander Waworuntu*, Julio Christian Young 

Department of Informatics, Universitas Multimedia Nusantara, Tangerang, Banten, Indonesia 

*Corresponding author, Email address: alex.wawo@umn.ac.id 

 

 
Abstract— Digital articles are one type of media used as a reference 

when looking for information, one of which is information related to 

traditional arts in Indonesia. In traditional art articles, there are 

various artistic entities, such as dance, performing arts, music, artistic 

figures, and musical instruments. There are so many types of art in 

Indonesia, especially on the island of Java, making it more difficult to 

identify the entities in the article. This study aims to design a system 

that can label each entity in traditional Indonesian art articles through 

Named Entity Recognition (NER) using the Conditional Random Field 

(CRF) algorithm. The implementation of CRF in NER is carried out 

using the Python programming language, and is evaluated through the 

f1-score. Based on several test scenarios, the best performance was 

found in the distribution of training data and test data with a ratio of 

4:1, which resulted in an average f1-score of 88.2%, recall 90.3%, and 

precision 88.2%. 

 

Keywords— Conditional Random Field, Entity, Indonesian Arts, 

Named Entity Recognition, Traditional Arts. 

I. INTRODUCTION  

Indonesia is a country with variety ethnics and cultures. Culture 

is the whole system of ideas, actions, and outcomes human 

work in the context of social life which is made one's own 

human by learning. In general, there are seven elements of 

culture include language, knowledge systems, social systems or 

social organization, living equipment systems, technology, 

livelihood, religious system, and art [1]. Art is an expression of 

the experience of beauty or aesthetic experience [2]. On the 

other hand, traditional art itself is a used to express a sense of 

beauty from within the human soul with the conventional 

background or cultural system of the community that owns the 

arts [3]. 

As a part of Indonesian culture, traditional arts very many 

in number. Overall, traditional arts developed in Indonesia are 

divided into music, dance, theatre, fine arts, and literary arts [4]. 

From 2013 to 2019, a total of 345 arts (in this case performing 

arts) as Intangible Cultural Heritage Indonesia and has 

recognized, and the highest number is on the island of Java with 

a total of 72 cultures [5]. The performing arts are in music, 

dance, and the performing arts itself (including theatre arts in 

it). In apart from the performing arts, many other traditional arts 

have not been noted. This matter shows that the information 

circulating about traditional arts will also be very diverse. 

Along with the times, information in digital articles can be 

obtained easily through internet technology, including 

traditional art articles. With so many kinds of information about 

traditional art and the lack of public knowledge of traditional 

arts, the emergence of difficulties in processing the current 

information is very likely found [6][7]. Moreover, the culture 

found on the island of Java is so diverse and has similarities to 

each other. Therefore, Named Entity Recognition (NER) 

implementation on digital art articles is expected to help the 

reader identify the terms (entities) in the article. Then the 

meaning can then be searched based on a dictionary or 

particular reference. 

Many NER kinds of research in Indonesia have been carried 

out, such as [8] Suwarningsih et al. carried out the application 

of NER in the field of health. The method applied in this 

research is Conditional Random Fields (CRF). In this study, 

medical entities are classified into several categories: location, 

facility, diagnosis, definition, and person. Next, the research is 

implemented as a medical question system answering in 

Indonesian. As training data, 1000 sentences are used for every 

feature. The result obtained the highest accuracy value of 90% 

with using 3000 sentences as testing data. 

Another study entitled [9] Named Entity Recognition 

(NER) Language Indonesia Uses Conditional Random Field 

and Post-Tagging. The study applied the CRF method for NER 

in Indonesian text facilitates the acquisition of important 

information in a text, such as the names of people, 

organizations, and places. Data that used is divided into two; 

unlabelled data obtained from Wikipedia and labelled data 

obtained from DBpedia. The resulting precision and recall 

values are above 75%, with an F1 value of 77% from this 

research. 

Based on the two studies above, as well as several reference 

studies other supports, including research entitled [10] Named 

Entity Recognition Model for Indonesian Tweet using CRF 

Classifier with 86% precision for composite tweets (Munarko 

et al., 2018); Medical Entity Recognition using Conditional 

Random Field (CRF) and [11] Implementation Comparison 

Conditional Random Fields and Random Forests for Named 

Entity Recognition on News Article; then the implementation 

of NER using the CRF method on traditional Indonesian arts. 

As for the data processed, namely in the form of digital articles 

obtained from the internet. Besides CRF method, Hidden 

Markov Model (HMM) and Maximum Entropy Markov Model 

(MEMM) are also often used in NER, but CRF was chosen 

because it is a refinement of HMM and MEMM. In addition, on 
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several studies whose input data is also in Indonesian, CRF can 

achieve higher accuracy scores. 

II. METHODOLOGY 

A. Named Entity Recognition (NER) 

Named Entity Recognition is a type of technique from 

Natural Language Processing (NLP) helps extract entities from 

a file text and classify them into predefined categories before 

[12]. NER is widely applied to the question answering system, 

information retrieval, co-reference resolution, topic modelling, 

and others [13]. 

There are two groups of methods commonly applied to NER 

such as rule-based and machine learning. The rule-based system 

runs on a rules basis that has been determined by experts, while 

the machine learning system using several data to study the 

pattern of each data so that it can predict the label from the 

following data [14]. 

B. Pre-processing 

Pre-processing is the initial stage applied to the input data, 

in this case in the form of digital articles. Pre-processing 

consists of several stages, including [11][15]: 

1. Case Folding 

Case Folding aims to make the information received only 

contain the letters a-z, while other characters are changed or 

omitted. Case Folding includes converting the entire text to 

lowercase, removing numbers, and remove punctuation in the 

input text. 

2. Stopword Removal 

This stage aims to eliminate conjunctions or words filler for 

each sentence. Words to be omitted, for example, “dan”, 

“atau”, ”misalnya”, ”adalah”, ”ialah”, ”yaitu”, “tetapi”, ”di”, 

and so on, so that only words that have meaning are produced 

to understand easier. Table I is an example of the 

implementation of stopword removal. 

 
TABLE I. Example of Stopword Removal Implementation 

Before Stopword Removal 
[Masyarakat] [diwajibkan] [untuk] 

[menggunakan] [masker] [saat] [berada] 

[di] [luar] [rumah] 

After Stopword Removal 
[Masyarakat] [diwajibkan] [menggunakan] 

[masker] [saat] [berada] [luar] [rumah] 

 

3. Stemming 

Stemming is a process to remove word inflection; returns 

the word to its basic form. For example, “ditulis”, “tertulis”, 

“menulis”, “tulisan” will be transformed to “tulis”. Table II is 

an example of the implementation of stemming. 

 
TABLE II. Example of Stemming Implementation 

Before Stemming 
Masyarakat] [diwajibkan] [menggunakan] 

[masker] [saat] [berada] [luar] [rumah] 

After Stemming 
[Masyarakat] [wajib] [guna] [masker] [saat] 

[ada] [luar] [rumah] 

 

4. Tokenization 

Tokenization is the process of separating the text into pieces 

called tokens. The token generated can be in the form of words 

or sentences, but in this study, the tokens generated in the form 

of words. Table III is an example of implementation of 

tokenization. 

 
TABLE III. Example of Tokenization Implementation 

Before Tokenization Budi has children named Sinta and Santi. 

After Tokenization 
[Budi] [memiliki] [anak] [bernama] [Sinta] 

[dan] [Santi] [.] 

C. K-Fold Cross Validation 

K-Fold Cross Validation is a data resampling method, 

where the dataset is divided into k subsets (Figure 1). 

Partitioning is done without happening conversion. The model 

will be trained using k-1 subsets, while one remaining is used 

as testing data. This is done as many as k iterations (folds), with 

the selection of different testing subsets. The position of the 

subset used testing data according to the current fold value. For 

example, on fold first, then the first subset will be testing data, 

the rest will be data training. In the second fold, the second 

subset becomes testing data, and the rest becomes training data. 

And so on until the whole folds. This results in there are no 

repeated testing data for each fold [16]. 

 

 
Fig. 1. Illustration of K-Fold application with 10 folds 

D. Conditional Random Field (CRF) 

Conditional Random Field is a discriminative and 

probabilistic model used in labeling or segmenting data 

sequences. CRF has many advantages compared to the model 

other probabilities, such as Hidden Markov Model (HMM) and 

Maximum Entropy Markov Model (MEMM), because in CRF, 

you can determine how many features you want, with free 

weights [17]. CRF has several forms, one of which is linear-

chain CRF (Figure 2). 

 

 
Fig. 2. Structure of Linear-chain CRF 

 

Linear-chain CRF is used for NER because the result of 

NER is a sequence label. Linear-chain CRF meets the following 

definition [18]: 

1. Given X, Y random vectors, λk is parameter vector, and 

fk(y, y0, xt) is real value of feature functions of k = 1 to k = 
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K, where K is number. So linear-chain CRF is distribution 

of p(y|x) in form of 

(𝑦 ∣ 𝑥) =
1

𝑍(𝑥)
exp(∑  

𝐾

𝑘=1

𝜆𝑘𝑓𝑘(𝑦𝑡 , 𝑦𝑡−1, 𝑥𝑡)) (1) 

where Z(x) is instance-specific normalization function 

𝑍(𝑥) = ∑  

𝑘=1

exp⁡ (∑  

𝐾

𝑘=1

𝜆𝑘𝑓𝑘(𝑦𝑡 , 𝑦𝑡−1, 𝑥𝑡)) (2) 

Main problem of linear-chain CRF is to find vector 

parameter 𝜆𝑟 = {𝜆1, … , 𝜆𝑘} using maximum likelihood 

method during training process [9]. 

2. Suppose 𝜃 = {𝜆𝑘}, given training data D = {x(i), y(i)}𝑁 

where each 𝐱(𝑖) = {x1
(𝑖)
, x2

(𝑖)
, … , x𝑇

(𝑖)
} is sequences of input 

and each y(i) = {y1
(𝑖)
, y2

(𝑖)
, … , y𝑇

(𝑖)
} is sequences of expected 

output, also each sequence assumed as independent 

instance. The estimation parameter is usually displayed in 

the form of maximum likelihood, but because this model is 

a conditional distribution, it will be displayed in the 

likelihood log, which fulfills 

L(𝜃) = ∑  

𝑁

𝑖=1

log⁡ 𝑝(𝑦(𝑖) ∣ 𝑥(𝑖)) (3) 

3. To obtain the conditional likelihood p(y ∣ x; 𝜃) by eg the 

combination p(x; 𝜃′) which forms 𝑝(𝑦, 𝑥). And the 

resulting joint log-likelihood 

log⁡ p(y, x) − log⁡ p(y ∣ x; 𝜃) + log⁡ p(x; 𝜃′) (4) 

4. Substitution of the CRF model in point (1) to the likelihood 

in point (3), so that the resulting 

L(𝜃) = ∑  

𝑁

𝑖=1

∑ 

𝑇

𝑡=1

∑ 

𝐾

𝑘=1

𝜆𝑘𝑓𝑘(𝑦𝑡
(𝑖)
, 𝑦𝑡−1

(𝑖)
, 𝑥𝑡

(𝑖)
)

−∑  

𝑁

𝑖=1

log⁡ 𝑍(𝑥(𝑖))

 (5) 

5. Regularization is used to avoid overfitting, which is a 

penalty for weight vectors whose norm calculation is too 

large. Penalty applied based on the Euclidean norm of and 

the regularization parameter 1/2σ2 as the strength of the 

penalty. Then the regularized log-likelihood is generated as 

L(𝜃) = ∑  

𝑁

𝑖=1

∑ 

𝑇

𝑡=1

∑ 

𝐾

𝑘=1

𝜆𝑘𝑓𝑘(𝑦𝑡
(𝑖)
, 𝑦𝑡−1

(𝑖)
, 𝑥𝑡

(𝑖)
)

−∑  

𝑁

𝑖=1

log⁡ 𝑍(𝑥(𝑖)) −∑  

𝐾

𝑘=1

𝜆𝑘
2

2𝜎2

 (6) 

NER using CRF is built on an undirected graphical model 

of independently trained probabilistic finite-state automata. 

CRF is used to calculate the conditional probability of each 

value that has been designed at the output nodes based on the 

value given to the input nodes [19]. 

E. BIO-format 

BIO Format is the format for each word. There are three 

types of tag pieces to label each existing token, including B 

(Beginning), I (Inside), and O (Outside). The B tag helps mark 

the first word of an entity. The I tag helps mark the second word 

and so on from an entity. The O tag helps mark words that are 

not an entity [20][21]. 

Next, the BIO tag is followed by the entity type. In this 

study, five types of entities were used, resulting in eleven tags, 

as shown in Table IV. 

 
TABLE IV. Tag with BIO Format 

Entity Tag 

Dance (Tarian) B-Tarian and I-Tarian 

Music (Musik) B-Musik and I-Musik 

Person (Tokoh) B-Tokoh and I-Tokoh 

Performing Arts (Pertunjukan) B-Pertunjukan and I-Pertunjukan 

Musical Instrument (Alat music) B-Alat and I-Alat 

Uncategorized O 

F. Limited-Memory Broyden-Fletcher-Goldfarb-Shanno (L-

BFGS) 

L-BFGS is a Quasi-Newton (QN) method used for 

parameter optimization. Newton's method contains a Jacobian 

matrix that requires large-scale time in its execution because it 

is a derivative computation. Therefore, there is a Quasi-Newton 

method that replaces the negative computation into a direct 

computation function [22]. 

L-BFGS itself is a development of BFGS, where L-BFGS 

requires less memory than BFGS. While BFGS stores a dense 

n*n approximation into the Hessian inverse, L-BFGS stores it 

as a vector representing the implicit conjecture. It causes the 

memory usage on L-BFGS to be much smaller [23]. 

G. L1 and L2 Regularization 

Regularization is the most frequently used technique to 

penalize models in machine learning, thereby minimizing 

overfitting and making models perform better for new inputs. 

The regression model that uses L1 regularization is called Lasso 

Regression, while the regression model that uses L2 

regularization is called Ridge Regression [24]. 

L1 regularization gives a penalty equal to the absolute value 

of the coefficient. On the other hand, L2 regularization 

penalizes the value of the square of the absolute value of the 

coefficient. Giving high weight to L1 and L2 can cause the 

model to become underfit [24]. 

III. RESULT AND DISCUSSION 

A. Research Data Set 

This study used two kinds of datasets—the first dataset 

contains 23,488 words derived from 66 Indonesian-traditional-

art articles sourced from kompas.com which have gone through 

preprocessing. It will be split into training subsets and a testing 

subset. The second dataset is the content of an Indonesian-

traditional-art article sourced from Wikipedia.com. it will be 

used to external testing. Both of them in the Indonesian 

language. 

B. Testing Scenario 

This study tested regularization with hyperparameters c1 

and c2. c1 represents the weight of L1, while L2 represents the 

weight of c2. Both c1 and c2 were tested with values of 0.01, 

0.1, 0, 1, 10, and 100, resulting in 36 combinations. According 

to K-Fold Cross Validation with K=5, for each combination, 

training and testing are carried out five times (five folds) with 
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the distribution of testing and training subsets, resulting in five 

models, five f1 score, precision, and recall values. F1 score, 

precision, and recall values for each fold are calculated by 

weighted average. This is done because the distribution of 

labels in the dataset is uneven. 

The next step, calculated the average f1 score, precision, and 

recall for each combination. The average is calculated using a 

macro average because the position of each fold is equal. To 

find the most stable combination of c1 and c2, it is seen from 

the highest average f1 score. Then from this combination, the 

model is taken from the fold with the highest f1 score. The 

model is then used for external testing. 

C. Testing Results 

Based on the test results, Table V are some of the evaluation 

results that can be presented. The first is the average value 

resulting from each combination. 

 
TABLE V. Test result 

Combination 
f1-score Precission recall 

c1 c2 

0 0 0.87933111 0.87933111 0.900517344 

0 0.01 0.8804444 0.8804444 0.901425027 

0 0.1 0.87930517 0.87930517 0.901993996 

0 1 0.85957087 0.85957087 0.89078641 

0 10 0.81197619 0.81197619 0.867488627 

0 100 0.79556527 0.79556527 0.860119676 

0.01 0 0.87975451 0.87975451 0.900698595 

0.01 0.01 0.88232634 0.88232634 0.903754777 

0.01 0.1 0.88121704 0.88121704 0.903603785 

0.01 100 0.79556527 0.79556527 0.860119676 

0.1 0 0.88155543 0.88155543 0.903368001 

0.1 0.01 0.87885391 0.87885391 0.901543448 

0.1 0.1 0.87850497 0.87850497 0.90191956 

0.1 1 0.85867136 0.85867136 0.890399172 

0.1 10 0.81197619 0.81197619 0.867488627 

0.1 100 0.79556527 0.79556527 0.860119676 

1 0 0.87068501 0.87068501 0.896752179 

1 0.01 0.86971682 0.86971682 0.895962892 

1 0.1 0.86662662 0.86662662 0.894079318 

1 1 0.85327937 0.85327937 0.887205263 

1 10 0.81173593 0.81173593 0.867336061 

1 100 0.79556527 0.79556527 0.860119676 

 

From the test results, the highest average value of f1 is 

0.88232634 when the value of c1 is 0.01 and c2 is 0.01. 

Therefore this combination is the most stable parameter 

combination. Furthermore, the results of the testing of each fold 

for the combination are displayed (Table VI). 

 
TABLE VI. Test result with c1=0.01 and c2=0.01 

Fold f1-score precision recall 

1 0.879586917 0.890362774 0.896151819 

2 0.899857117 0.904132802 0.917658258 

3 0.85832081 0.863236118 0.890974272 

4 0.861243762 0.878675326 0.891057649 

5 0.912623114 0.915332312 0.922931888 

Avg 0.882326344 0.882326344 0.903754777 

 

The fifth fold has the highest f1 score from all folds, so the 

model from that fold is saved. Furthermore, the model is used 

in external testing. As for the detailed report of the model, it is 

shown in the Figure 3. 

 

 
Fig. 3. Detail Report of Best Model 

 

When viewed from the prediction performance of each 

label, the best prediction occurred on the O label, while the 

worst prediction occurred on the I-Tarian label. Label O has the 

best prediction results because the support value is very high, 

indicating that non-entity words are more numerous in articles 

in the dataset. For the I-Tarian label, it gets a low predictive 

value because the writing of dance entities often changes its 

format, which can only be the name of the dance itself or begins 

with the word "tari" or "tarian". Therefore it is possible to make 

wrong predictions between B-Tarian and I-Tarian, this is also 

supported by the low predictive value of B-Tarian. 

For all combinations, if one or both c1 and c2 are filled with 

100, then the lowest f1 value is 0.79557. When c1 is 0 and 0.01, 

the average value of f1 increases when there is a change from 

c2 = 0 to c2 = 0.01, but then the average f1 decreases from c2 

= 0.1 and so on. For c1 with values of 0.1, 1, 10, and 100, the 

higher the value of c2, the lower the average value of f1. 

The same thing happens the other way around. When c2 is 

0 and 0.01, the average value of f1 increases when there is a 

change from c2 = 0 to c2 = 0.01 (specifically for c2 = 0, the 

average increase in f1 occurs until c1 = 0.1), then the average 

f1 experiences decreases as the value of c1 increases. For c2 

values of 0.1, 1, 10, and 100, the higher the c1 value, the lower 

the f1 average value. 

The distance of the change in the average f1 from one 

combination to another varies. The smaller the value of c1 or 

c2, the distance of the change in the average value of f1 is also 

getting smaller. There are even some points where there is no 

change in the average value of f1. 

D. External Testing Result 

In external testing, the processing is carried out on the 

dataset that has been provided previously. The article content is 

preprocessed to be word-by-word, then it will be predicted by 

the model. Predict is done twice, namely on content that has 

been stemming and content without stemming. The goal is to 

recognize entities even though they are affixed. However, if a 

word, the predictive result without stemming has been 

identified as an entity, then the result without stemming is used 

so that the meaning does not change. 

Figure 4 is the result of external testing in the form of every 

word of the article followed by the style and label according to 
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the type of entity. Styles are displayed in the form of 

background colors, including blue for dance; purple color for 

show; yellow color for musical instruments; pink color for 

music; and green for the characters. If the word is labeled "O" 

it will be displayed without a background color or label. The 

label will be printed following the last word of an entity. 

 

 
Fig. 4. External Testing Result 

IV. CONCLUSION AND FUTURE WORKS 

Based on the results of the implementation and the tests' 

results, it can be concluded that Named Entity Recognition 

using Conditional Random Field has been successfully 

implemented and get with the average of f1 score in range 

79.5% until 88.2%. The highest average f1 value was obtained 

when the values of c1 = 0.01 and c2 = 0.01, which was 88.2%. 

It also shows that the combination of parameters c1 = 0.01 and 

c2 = 0.01 produces the most stable f1 value for each fold 

compared to other combinations. For future works, adding a 

variety of articles that can include more new entities as training 

data will increase the model's performance. In addition, the 

addition of processes using POS-Tagging can also make the 

model more reliable in recognizing context. 
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