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Abstract— Due to the tremendous development that the world is 

witnessing day by day, this development included various sciences 

such as medicine, engineering, space, and exact sciences that require 

high-resolution visual representation and massive graphic 

processing. Many research and studies appeared on GPU. Many 

researchers and developers appeared who devoted Their time and 

effort to studying GPU and its importance and influential role in 

various fields. In this review paper, a brief synopsis of history, 

applications, challenges, and some research in various areas of life 

covers some aspects of GPU. 

 

Keywords— GAS model, Graph processing, GPU, Graph, BSP 

model. 

I. INTRODUCTION  

A graphics processing unit (PC / GPU) is a computer chip that 

renders graphics and images by performing rapid 

mathematical calculations [1]. GPUs are used for both 

continual technical and recreational computing. GPUs have 

traditionally been in charge of rendering 2D and 3D images, 

animations, and film. A GPU is a special circuit designed to 

easily access and modify the memory so that pictures can be 

produced in a frame buffer intended for transmission to a 

display [2]. GPUs are used on personal devices, mobile 

phones and social networks. [3]. Modern GPUS are highly 

effective in controlling computer graphics, personal 

computers, workstations and game consoles [4]. Their parallel 

configuration enables them to be more powerful than generic 

CPUs for algorithms with substantial parallel data processing 

[5]. The general-purpose graphics processing unit (GPU) is 

being used to change the stream processor, which is used as 

the new "left behind" stream processor [6]. The NVIDIA 

compute architecture is like a general-purpose computer in 

that you can direct it to perform several different tasks [7]. 

This idea of computing with modern graphics accelerators 

enables the use of these accelerators for general-purpose 

computing, in addition to performing graphical operations [8]. 

CUDA by NVIDIA gives a vital portion of a standard C 

program to run on the stream processors available to the 

hardware inside the primary GPU. This technology speeds up 

the use of dedicated hardware and opens up new types of 

applications [9]. This means that a classic C program can take 

advantage of one or more GPUs to rapidly run-on large 

matrices in parallel while also allowing it to switch from the 

CPU to the GPU when necessary [10]. CUD Accord API also 

enables CPU-based programs to directly access GPU 

capabilities for more general programming without the 

restriction of using graphics APIs (CUDA Application 

Program Interface) [11-16]. 

A graph mostly consists of a logical series of vertices and 

edges that link these pairs. These graphs have been 

implemented in recent real-world problem areas as linkages 

between objects [17]. Here are some examples of 

implementations of graphs and GPU in real life. 

 Electronic Design Automation 

 Bioinformatics 

 Data Science, Analytics, and Databases 

 Media and Entertainment 

 Computational Fluid Dynamics 

 Machine Learning 

 Computational Finance 

 Défense and Intelligence 

 Imaging and Computer Visions 

 Medical Imaging 

Furthermore, graphs are also used by computer systems to 

show different structures. Also, graphs are frequently used in 

compilation optimization [18].  

II. GPU CONCEPTS AND SIGNIFICANTS  

A. GPU Architecture History and Evolution 

The new graphic card was first produced in 1995 when the 

first 3D add-in was introduced. Three generations from the 

point of view of parallel architecture [19]. 

A —Fixed functional architecture: Each hardware device has 

graphic functions in this generation between 1995 and 2000. 

Both operations are performed on the stream representation on 

the processor cores. A lot of graphics processing can be 

supported by the use of the GPU [20]. 

B—Separated shader architecture: The GeForce 3 from 

NVIDIA brought programmable pixel shading to the 

consumer market in 2001 [21]. This helped significantly 

increase the expressiveness and versatility of fast graphics 

processing. They were usually used in games [22]. 
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C— Unified shader architecture: In 2012, NVIDIA launch  

Kepler technology that uses dynamic parallelism. The 

Pascal architecture was implemented for higher performance 

computing. In 2016, with the advancement of AI, Deep 

Learning, autonomous driving systems, and numerous other 

computer-intensive applications, NVIDIA released Pascal to 

enhance performance [23]. 

B. GPU Computing Architecture (Modern) 

The image of a current GPU is complete. A GPU consists 

of several streaming processors, each containing a variety of 

GPU cores, special function units, registers, double accuracy 

units(s), and a thread scheduler [24]. Moreover, the unit with 

floating point arithmetic executes most of GPU program 

instructions. A GPU that enables 32 to 96 threads in existing 

hardwires is offered with multithreading [25]. A GPU memory 

can be divided into two memory hierarchies: on-device 

memory and on-chip memory. Dynamic Random Access is the 

on-device memory DRAM, 

DRAM consists of local memory, global memory, 

continuous memory, and texture, while memory on the chip 

includes shared memory registers, cache L1/L2, and cache & 

texture constants [26]. A limited portion of CPU memory is 

accessible to any thread. The conceptual memory of constant 

and texture is built for graphical calculations directly. In order 

to achieve on-device memory, the average latencies usually 

need hundreds of clock cycles [27]. 

Additional cache types L1/L2. For stream computing 

GPUs are sometimes used and a cache is not needed. Each SM 

has a limited memory (48 KB per SM in the NVIDIA K40 

GPU3), but high speed and only the threads on the SM are 

accessible [28]. (This is the main reason the contribution of 

the die-area to the cache in GPU is minimal.) GPUs are 

commonly used as a co-processor for the host CPU [29]. A 

PCI-Express cable links a GPU to the host. The data transfer 

(DMA) between the on-board GPU memory and the machine's 

main CPU memory [30]. The zero-copy feature is provided 

with the host and machine addresses for recent GPU 

architectures such as CUDA and OpenCL. This technique thus 

has a positive effect on communication performance [31]. 

 

 
Fig. 1. GPU Architecture 

 

C. GPU APIs and Programming Models 

We add OpenGL, Direct3D, CUDA and OpenCL as GPU 

APIs and Program Models since remote API and other GPU 

virtualization approaches primarily aim at virtualizing the 

above mentioned libraries and models. [32]. 

 OpenGL is a graphics acceleration library for accessing 

GPU hardware. The library specializes in the implementation 

of video games, image processing, and technical application 

visualization tasks [33]. OpenGL offers an application 

programming interface (API) that is hardware-independent 

and implemented on multiple applications [34]. 

Graphics cards, regardless of the device software 

underlying them [18].  

Direct3D is a Microsoft Windows proprietary graphics 

API. Direct3D a Direct3D [35]. It is a low-level API for 3D 

graphics for performance-intensive games and others [36]. 

Direct3D provides coherent and general abstraction of 

complex GPU hardware implementations, which reveal 

advanced graphical features including z-buffering, w-

buffering, stencil buffering and spatial counter-aliasing [37]. 

 CUDA is a parallel programming paradigm developed by 

NVIDIA. It enables CUDA allowed GPUs to simulcast 

popular information in order to convert the graphic card by 
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software developers [38]. Typically processing units for 

graphics (GPGPU). CUDA's programming languages C and 

C++ are similarly linked and have a limited number of 

primitive elements for device memory allocation, data 

transfer, GPU kernel execution, event management and 

nuclear sync and other languages operations. [39]. 

OpenCL is a specification for heterogeneous architectures 

for parallel applications. OpenCL defines the programming 

language of a C-like computer kernel, OpenCL. APIs can also 

run OpenCL kernels, which can be administered with memory 

transfer from the host to the computer. The only difference is 

that CUDA can only be performed by NVIDIA [5, 40]. 

D. Graph Programming Models 

A vertex-centric programming interface supports 

programming simplicity much of the existing GPU graph 

processing platform [41]. They used the function is 

immediately iterated on each vertex. There are also two 

models for concurrent graph editing [42]. The two main terms 

are GAS and BSP (Bulk Synchronous Parallel). 

1- Model GAS. GAS is an acceptable graphical algorithm 

programming model Vertex-centrically implemented, these 

three functions: collect, submit, and disperse are usually 

implemented. As such, the GAS model is divided into three 

phases [43]. 

The step of the meeting. In this step a vertex collects 

information from neighbouring vertices and edges using the 

user-defined gathering feature [44]. 

The application process, the user-defined application 

feature, is called a vertex depending on the data gathered 

during the collection phase. In this step Vertex values are 

modified as the application function is called. No interaction 

exists between vertices [45]. 

Scatter process phase. In this step, the new value (s) is 

spread to all adjacent vertices and edges. With updates pushed 

to isolated vertices, some implementations use the push-style 

scatter. This can also cause some push-style algorithms to 

ignore the gather process to reduce edge-traversals [46]. 

The GAS model, which simplifies the research method for 

the sophistication and correctness of the Graph algorithms 

applied using this model, summarize the overall 

synchronization [47]. 

But since the GPU sync overhead is not zero, we shouldn't 

overlook it when implementing a method that follows this 

paradigm for graph-processing. CUDA only supports, for 

example. Sync in the same block between threads. The 

computer divides computing into many kernels such that all 

threads in different blocks are globally cohesive [48]. 

Each kernel's endpoint serves as a global barrier because 

the GPU runs kernels one by one. It is expensive to use both 

local block synchronization and global syncing. An important 

job is to decrease the number of sync-points in graphs To 

minimize sync-points [49]. 

2- BSP Model. 

The BSP model is implemented in a number of basic 

stages. The simultaneous procedures are carried out 

asynchronously during each super stage and communicate 

with each other by sending and receiving message [50]. Both 

processes are synchronised with the use of a barrier at the end 

of a super phase. The following three stages in each method 

comprise, in turn, a super step: 

 Local computing: Computation functions are performed 

locally. 

 Global communications occur in this phase. 

 Synchronization of barriers: synchronization and 

synchronization of all computations and 

communication Guaranteed to be achieved at this point. 

III. GRAPH APPLICATION CHALLENGES 

Any past study has been studied to address the 

complexities of graphics processing for GPUs. 

—Mapping workload: the GPU is modeled as several threads 

with single instructions (SIMTs). Parallel graphical 

calculations also create load imbalance due to an unusual 

graph structure. The CPU has a powerful and versatile control 

device that can adjust the timetable as necessary [51]. 

Memory Access Pattern: Typically, the processor has a big 

main memory that is suitable for most graphs in the real 

world. The processing of large graphs is a difficulty because 

the GPU only has minimal memory [52]. This issue could be 

solved by applying partitioning methods to data tables. On 

how to organize irregular graph data, there is relatively sparse 

research. 

—Data layout: As a graph processing technique to gain 

contiguous memory access. This is a global cache in a GPU 

that all GPUs share [53]. It is helpful to feed data to multiple 

SIMD threads. Graph algorithms and graph data structures 

afford erratic data access. In order to get the benefits of GPU, 

the level of parallelism is very limited for irregular data 

layouts [54]. 

— Various things The Processor is robust and can handle 

conditional algorithms for branching. Branch divergence 

happens as several threads in a state branch take opposite 

paths in the same wavefront. This causes serious problems in 

GPU efficiency because only one direction can be 

implemented at once in SIMD mode [55]. Threads are 

clustered into parallel GPU programming in blocks to 

facilitate interthread coordination and memory sharing. The 

kernel architecture significantly affects the degree of 

parallelism [56].  

IV. LITERATURE REVIEW 

In recent years, much research’s concerning GPU has been 

studied. In this section, we discuss some of these research Z. 

Zheng, et al. [57] Proposed a coloring algorithm for a high 

performance graph that blends the recursive technique with 

the sequential method of spreading Felucca. In the first step, 

Felucca uses a recursive routine to color most vertexes in the 

diagram. The sequential spreading strategy is then used to 

colorize the remaining vertices to prevent clashes of the 

recursive algorithm. 

The routine and effective simulation of large chemical and 

biological systems is being implemented with a modern 

heterogeneous CPU+GPU enhanced DFTB approach. I. Allen, 
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et al. [58] A variety of specific implementations, hardware 

design benchmarks, and frameworks for this technical 

application have been examined for different broad range of 

chemical and biological systems in order to determine and 

understand the performance of this heterogeneous CPU+GPU 

approach. Finally, as an example of an incredibly 

large/complex structure, a broad-scale DFTB MD simulation 

of accurate HIV proteases (3,974 in total) is conducted to 

show implementation capacity and is, as you know, first 

treated in detail at the quantum-MD level of directly solved 

safety protection. The concept was introduced for high-

performance LEO integrated GPUs by the UGA Small 

Satellite Research Laboratory.  

C. Adams et al. [59] Combining an internal miniature 

GPU/SoC system with a standard flight computer. Such 

technology paves the way for a large number of NASA 

targets, including space-based AI, computer vision and neural 

networks.  

Wu et al. [60] Using the Fluid-Imbiting Particle(FLIP) 

technique, using an accurate, large-scale simulation fluid on 

GPU hardware via the sparse grid hierarchy defined in 

NVIDIA GVDB Voxels. The system deals with tens of 

millions of particles in a virtually unbounded simulation 

domain, explains novel techniques for parallel, sparse grid 

hierarchy, and fast incremental updates for GPU transfer of 

particles. Furthermore, the FLIP solution includes a slim and 

work-efficient collection of parallel data from particle to voxel 

and a matrix-free GPU gradient solver for sparse grids. 

Djenou et al. [61] Make the most of the parallel GPU in 

bees swarm optimization There is no equivalent progress in 

the on-board data processing and downlink technologies for 

mining massive datasets, by improving the GBSO-miner in 

earth monitoring (EO). 

L. Davidson et al. [62] The new GPU has suggested an 

accelerated system of onboard data processing and a built-in 

program to prove feasible throughput processing and 

compressor performance. By taking an analogy between heat 

processes and mass transportation processes in the urban 

dispersion model. 

Kristóf et al. [63] Using graphics processing unit based 

software originally intended for the application of mechanical 

engineering. The software enables the geometry to be 

modified and the temporary flow and concentration fields to 

be visualized during the simulation so that various design 

principles can be studied and compared.  

Zhu et al. [64] It suggested a new algorithm in the time 

series results that identifies all related sequences. Using 

CUDA's GPGPU and developing a methodology to optimize 

memory access for the implementation of GPUs. Pagoda, a 

runtime framework that virtualizes the GPU resources 

presented by Tsung Tai Yeh et al. [65] using an OS-like 

daemon kernel called the MasterKernel. 

SiGAMMA (Server-based integrated GPU Arbitration 

System for Memory Access) was used by N. Capodieci et al. 

[66] to remove interference with CPU tasks caused by 

overlapping GPU memory requests. 

A parallel CCD algorithm introduced by Du et al. [67] 

aims to accelerate the removal of N-body CCD by spreading 

the load through a high-performance GPU cluster 

V. COMPARISON AND DISCUSSION 

GPU is used in different fields, and several researchers 

have worked on it; we mention the following 

 Graph Coloring 

 Chemical and Biological Systems. 

 For Small Satellites as a Flight Computer. 

 First, a spatially sparse, complete FLIP solver runs entirely 

on the GPU. 

 reduce the interference between CPU and GPU tasks by 

SiGAMMA 

 To improve bee's swarm 

 NASA and Space application 

 Urban Dispersion Studies 

 Discovery Method in Time Series Data 

 for Narrow Tasks, And many other fields. 

 
Table 1: some research on GPU 

Ref. field Used Result 

[57] Graph Coloring  Felucca Algorithm improve the graph coloring achieve 1.19-8.39 speedup over the state-of-the-art 
algorithms. 

[58] extensive chemical and biological 

systems 

new heterogeneous 

CPU+GPU 

high computational performance 

[59] Space for Small Satellites as a Flight 
Computer 

to meet many of NASA's goals that require space-based AI 

[60] Fast Fluid Simulations FLIP technique Faster than running on the CPU. 

[61] bees swarm optimization GBSO-Miner up to 800 times faster than an optimized CPU Implementation 

[62] Space application low power embedded GPU Reduce data corruption from up to 46% to 2%, execution time overhead of 130%. 

[63] Urban Dispersion Studies Large Eddy Simulation (LES) The model results show a satisfactory agreement 

[64] find all similar subsequences in the 

time-series data 

Dynamic Time Warping 

(DTW) algorithm 

achieve  better performance with using GPU parallelization 

[65] Narrow Tasks Pagoda achieves a speedup of 5.70x, 1.51x, 1.69x  over PThreads, CUDA-HyperQ, 

GeMTC Respectively and much lower latency per task 

[66] eliminating the interference on 

CPU and GPU tasks 

SiGAMMA effective to solve inflation 

[67] Parallel Continuous Collision  parallel CCD algorithm more computationally efficient than existing sequential CCD approaches. 
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VI. CONCLUSIONS 

In this paper, a brief review of the kinds of literature 

related to the GPU is presented in different fields like 

Chemical, biological, space, and some narrow tasks. This 

research offers some information on GPU's concepts, 

significance, applications, challenges, and graph processing 

model. It can give information to someone who is new and 

does not have enough information on GPU. 
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