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Abstract— The state budget of Indonesia is an instrument used by the 

government to manage the budget to archive development goals in 

the economy. Since 1984 to 2019 state budget of Indonesia 

experiences a budget deficit where state expenditure is bigger than its 

revenue which has an impact on the decline of the trade balance, a 

decrease in the level of gross domestic product that indicates the 

ability of the country's economic resources to weaken, and the 

increase in government debt to finance the budget deficit. This study 

applies the machine learning algorithm using the k-Nearest 

Neighbors classification technique to predict Indonesia's State 

budget deficit by using the nearest optimum distance of the k-Fold 

Cross-Validation algorithm. The results showed that the application 

of the budget deficit prediction can predict a decrease/increase in the 

budget deficit with an accuracy level of 63%. This level of accuracy 

is obtained by using the top 9 nearest neighbors distance that is most 

appropriate for this study. 

  

Keywords—Budget Deficit, K-Fold Cross-Validation, K-Nearest 

Neighbors, Machine Learning. 

I. INTRODUCTION  

According to Law No. 20 of 2019, the state budget is an 

annual government financial plan approved by the House of 

Representatives. The state budget consists of the state revenue 

budget, the state expenditure budget, and budget financing. 

Based on data from Badan Pusat Statistik (BPS) regarding 

the rate of growth of Gross Domestic Product (GDP) and data 

from Kementerian Keuangan Republik Indonesia about the 

state budget and financial note of 1984-2019 shows that state 

revenues have fluctuated each year and often do not reach 

figures that have been targeted in the state budget. 

In 2019 the realization of state revenues grew by 1.6% 

from 2018, amounting to Rp1,957 trillion with an economic 

growth rate of 5.2%, Rupiah exchange rate of Rp14,250.00 per 

USD, inflation of 3.1%, oil price of US$63 per barrel, SPN 

interest rate of 5.6%, oil lifting of 754,000 per day and gas 

lifting of 1,072,000 barrels of oil equivalent per day. This 

increase in state revenue was followed by the realization of 

state expenditures of Rp2,310 trillion [2,3]. 

The condition where the state expenditure exceeds the 

amount of revenue is called the budget deficit [4]. This budget 

deficit can be financed by the government by accumulating 

loans in the past and making loans in the bond market [5]. The 

trauma experienced by the government in financing the budget 

deficit through the printing of money which resulted in high 

inflation in the 1960s made the government start using foreign 

debt to be able to finance the budget deficit [6]. 

The budget deficit, in the long run, has a negative impact, 

which can be a decline in the trade balance [7]. GDP will also 

experience a negative impact on increasing budget deficits 

because this indicates that the ability of economic resources 

produced by the country is weakening [5]. 

From this impact, the predicted budget deficit appears 

necessary in the process of determining the budget deficit 

target in the draft of the state budget. The budget deficit 

prediction is used to monitor the economy of the country 

situation and determine whether there will be a swelling in the 

realization of the budget deficit from the initial target 

specified. 

According to Cao, Fang, Ottoson, Näslund, and Stendberg 

in their research said that several algorithms in machine 

learning had been proven to make accurate predictions. The 

machine learning algorithm is designed to automatically 

retrieve data from several sources, create logical rules and 

display the patterns found from those rules [8]. 

The process of finding a model used in predicting the class 

of an unknown object is called classification. One algorithm 

that can be used to classify is k-Nearest Neighbors (k-NN) [9]. 

k-NN is a method used to classify objects based on learning 

data that is the closest distance to the object [10]. 

The k-Fold Cross-Validation algorithm is one method to 

find out the average success of a system repeatedly using a 

randomized attribute [11]. K-Fold Cross-Validation functions 

to assess the performance of an algorithm by randomizing data 

and dividing it into groups as many as k-Fold values. Each 

group will be used as test data and the rest as training data [12] 

Based on the description above, this study will apply the k-

NN of the machine learning algorithm to be able to predict the 

realization of the Indonesian state budget deficit by using the 

most optimal closest neighbors distance value obtained from 

the k-Fold Cross-Validation algorithm. 

II. LITERATURE REVIEW  

A. State Budget 

The state budget consists of the state revenue budget, state 

expenditure budget, and budget financing. According to Law 

No. 20 of 2019, it is stated that what is meant by the state 

budget is the annual financial plan of the government of the 

country approved by the House of Representatives. 
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State opinion consists of tax revenues, non-tax state 

revenues, and grant receipts which are the right of the central 

government to be recognized as an addition to net wealth 

whereas state expenditures consist of central government 

spending and transfers to regions and village funds which are 

the obligations of the central government to be recognized as a 

deduction from the net worth. 

Basic macroeconomic assumptions consisting of Gross 

Domestic Product (GDP), economic growth, inflation y-o-y, 

Rupiah exchange rates, 3-month SPN interest rates, oil prices, 

oil lifting, gas lifting are used as a reference in compiling 

various components state budget posture. 

B. K-Nearest Neighbors 

K-Nearest Neighbors (k-NN) is a machine learning 

algorithm that is used to classify objects based on training data 

which is the closest distance to the object. The results of query 

instances are classified by the majority so this technique is 

included in the supervised learning algorithm. Class 

classification results are determined based on the class that 

appears the most. This algorithm aims to classify new objects 

using attributes and training data samples [9]. 

Since this algorithm only uses very few training data for 

learning purposes, the k-NN algorithm is often called a lazy 

learning algorithm or memory-based learning or instance-

based learning. The hypothesis in k-NN depends on the 

training data that has been provided so that the more data that 

is added, the more complicated the process to achieve that 

hypothesis. The results obtained from k-NN depend on the 

amount of data of the nearest neighbors chosen ( ). To avoid 

the appearance of the same amount of distance, in general, the 

  value chosen is odd [10]. 

C. K-Fold Cross-Validation 

In the k-NN algorithm, new data is classified based on the 
distance of the data with its nearest neighbor. The k-Fold 
Cross-Validation algorithm is a method to find out the average 
success of a system. This method shuffles the attributes 
entered and tests repeatedly as many k-Fold values as 
specified to divide the training data into groups. Once each 
group chosen becomes the test data, the other groups will 
become the training data. The error rate that occurs in the 
system can usually be measured using 5-Fold or 10-Fold 
Cross-Validation. 
 Each test data is predicted using the k-NN algorithm for 

each   value. The results of the k-NN prediction classification 

are determined by comparing the actual data with the correct 

number of predictions from all the actual data. The highest 

level of accuracy that will be selected to be the best   [11]. 

III. METHOD AND MATERIALS 

A. Identification 

Based on Indonesian state budget data from 1984-2019, 

Indonesia always experiences a budget deficit. In APBN 2019 

(Direktorat Penyusunan APBN, 2020) there was a swelling 

budget deficit of around Rp353 trillion or 2.2% of GDP. The 

realization of this budget deficit is greater than the initial 

target, which is Rp296 trillion or 1.84% of GDP.  

The budget deficit was caused by declining revenue 

(Rp1,957 trillion from the initial target of Rp2,165 trillion) 

and stable spending (Rp2,310 trillion from the initial target of 

Rp2,461 trillion) increasing the primary balance (Rp77.5 

trillion from the initial target of Rp. 20.1 trillion) which means 

that funds are not available to pay debt interest and the 

government must issue new debt to pay the principal and 

interest of the debt. 

According to research conducted by Darma Anita [7] in his 

research showed that the budget deficit in the long term and 

short term can cause the trade balance to decline. The inflation 

rate has an indirect effect on increasing the budget deficit. 

With the price increase due to inflation, the country is forced 

to spend more than what has been budgeted. The increased 

expenditure due to inflation which can cause an increased 

budget deficit [1]. 

Yahya [26] said that there are five impacts of the budget 

deficit policy on the macroeconomy: (1) Demand for money 

increases and the interest rate rises due to reduced tax revenue 

so the country needs additional capital; (2) The higher the 

interest rate, the lower the domestic investment which means 

there will be a swelling in the trade balance and the Rupiah 

weakens; (3) An increase in prices caused by state spending 

that exceeds its revenue can result in a decline in real income 

of the community and a reduction in consumption and savings 

so that it affects the level of investment; (4) The enthusiasm of 

investors to invest will decrease due to high-interest rates so 

that the impact on project termination because it can no longer 

be continued. With the termination of the project there will be 

a dismissal of workers which can cause an increase in the 

unemployment rate; (5) Economic growth will weaken if 

investment decreases and interest rates rise. 

Based on the impact of the budget deficit, a system is 

needed to be able to predict whether the realization of the 

budget deficit with the basic macroeconomic assumptions 

given to the state budget in the future will increase or 

decrease. With this prediction, it is expected that the impact of 

the budget deficit can be anticipated by the government by 

making policies that can overcome these conditions. 

B. Analysis 

In this step, an analysis of the k-NN technique is 

implemented to predict budget deficits. 

a) Collection of dataset 

The dataset used for this research is data on the amount of 

realization of the state revenue and state expenditure, along 

with basic macroeconomic assumption data consisting of 

Gross Domestic Product (GDP), percentage of economic 

growth, percentage of inflation y-o-y, Rupiah exchange rate 

against US$, percentage of 3-month SPN interest rate, oil 

price in units of US$ per barrel, the amount of oil lifting in 

units of thousand barrels per day, and the amount of lifting gas 

in units of thousand barrels per day. This dataset was obtained 

from Indonesian state budget data for the 1984-2019 period 

and grouped according to the fiscal year. 

The data used in this study are secondary data obtained 

from the official BPS website on the rate of growth of gross 

domestic products and the website of Kementerian Keuangan 
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Republik Indonesia on the law of state budget and financial 

note.  

b) Normalization dataset 

The data that has been obtained is then normalized before 

being processed using the k-NN algorithm. This data 

normalization is done using the feature scaling formula. Refer 

to (1), data that has to be normalized is expressed with 

variable  . Whereas      is a variable for the minimum data 

set in the state budget dataset and      is for the state budget 

maximum data.    contains the results of the normalization. 

The equation of the feature scaling formula is as follows. 

   
      

         

 (1) 

Data that are not normalized will be difficult to apply to 

machine learning, for example, data for state revenues and 

state expenditures have units of trillions of Rupiah, while for 

GDP data have percent units. The difference in the range will 

make the calculation of the distance between one data with 

other data produces a very long range so that the 

normalization of data is needed. 

c) Determine the amount of distance to the nearest neighbor 

The next step is to determine the value of  , which is the 

number of nearest neighbors to be used as a comparison. The 

  value that will be used in the application of the k-NN 

algorithm is the   value with an odd number to avoid the same 

amount of distance from occurring. The   values chosen in 

this study were all odd numbers between 1-30, namely: 1, 3, 5, 

7, 9, 11, 13, 15, 17, 19, 21, 23. 

d) Determine the number of groups 

 
Fig. 1. Normalized and Grouped State Budget Data 

In research conducted by Mutiara, Irwan & Andi [11] it is 

said that with 5-Fold or 10-Fold Cross-Validation can be used 

to measure the level of errors that occur. Therefore in this 

study used 5-Fold Cross-Validation to find the most optimal   

value. The distribution of data is determined based on the 

percentage that will be used for training data and testing data.  

Since this research uses 5-Fold, the data to be used in this 

search only uses 30 data. The data is divided by the amount of 

80:20 which means that the training data is 24 data and testing 

data are 6 data. Each training data already has its class. The 

classes used in the training data are increasing or decreasing. 

The most optimal   search experiment is carried out by 

running the k-NN algorithm 5 times and dividing 30 

randomized data into 5 groups with the same amount of data, 

which is 6 data. Each experiment will predict 6 different data. 

Each experiment will use a different group to be tested 

data. Referring to Fig. 1, it can be seen in the experiment, the 

k-NN algorithm will be run using group-1 as test data. That is, 

data in groups 2, 3, 4 and 5 will be used as training data. When 

running the second experiment, the k-NN algorithm is run 

using data testing in group-2 and data in groups 1, 3, 4, and 5 

will be the training data. It is certain that for each experiment 

will use different test data. 

e) Calculate the nearest distance 

The k-NN algorithm is very dependent on the nearest 

neighbors to the test data. Usually, the distance or proximity 

between neighbors is calculated using the Euclidean formula. 

The smaller the distance between the test data and the training 

data, the greater the distance between the two. Equation (2) is 

a Euclidean formula. 

 (   )   √∑(     )
 

 

   

 (2) 

Variable   contains the results of distance calculation 

based on the year of test data ( ) with the current training data 

year ( ). This formula takes the sum of the square root of the 

running column test data (  ) reduced by the running column 

training data (  ). 

f) Classification of testing data 

At this stage, the classification of predicted data is 

determined. The classification of this data depends on the 

value of  , which means the results of the classification for 

each   value can be different. In Tab. I is an example of 

predictions of the data in 2013 data using the value     

which means the classification is done by taking one smallest 

data neighbor to determine predictions. 

 
TABLE I. Classification of Testing Data in 2013 with    . 

d(x,y) Distance Classification 

(2013,2012) 0.1953 Increase 

(2013,2008) 0.5248 Increase 

.. .. .. 

(2013,1991) 1.8320 Increase 

(2013,1998) 2.4730 Decrease 

 

Since the selected data is only one neighbor, the 2013 

budget deficit is predicted to increase because only one data is 
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used as a comparison. Whereas for      in Tab. II it is 

predicted that the realization of the budget deficit in 2013 will 

decrease because the majority of the classes in the 9 smallest 

data neighbor are the declining class with a total of 5 out of 9 

data.  

 
TABLE II. Classification of Testing Data in 2013 with    . 

d(x,y) Distance Classification 

(2013,2012) 0.1953 Increase 

(2013,2008) 0.5248 Increase 

(2013,2010) 0.5514 Decrease 

(2013,2009) 0.7197 Decrease 

(2013,2007) 0.7747 Increase 

(2013,2005) 1.0180 Increase 

(2013,2004) 1.2062 Decrease 

(2013,2003) 1.2830 Decrease 

(2013,2002) 1.3878 Decrease 

(2013,2001) 1.4434 Increase 

.. .. .. 

(2013,1991) 1.8320 Increase 

(2013,1998) 2.4730 Decrease 

 

g) Test the accuracy of the predicted results 

After getting the results of predictions on all values of  , 

then the next step is to test the level of accuracy of the 

prediction results provided. This level of accuracy is obtained 

by calculating the total number of correct prediction results 

(C) at the value of   divided by the total number of data tested 

( ) and multiplied by 100%. 

          
 

 
      (3) 

h) Determine the most optimal nearest neighbor distance 

After running all five k-NN algorithm experiments and 

getting all the results of the k-level accuracy value in each 

experiment, the next step is to determine the most optimal    

value. Based on the total average obtained from all levels of 

accuracy in the first to fifth experiments for each   value, it 

can be concluded that there are two   values that have the 

same level of accuracy, namely the value of     and the 

value of      by 63%. According to research conducted by 

Hana, Fhira and Danang [27] the greater the   value used in 

the k-NN algorithm, the slower the performance provided by 

the system. Therefore, this study will use the value of     as 

the most optimal   value. 

C. Design 

After analyzing the most optimal   value for use in the 

application of the k-NN algorithm in this study, the next step 

is designing the application to be created using UML 

diagrams. This design phase consists of designing the 

application workflow and designing the appearance of the 

application. The design of the application display is made to 

display predictive information simply accompanied by a chart 

of the state budget data for the 1984-2019 period. 

D. Implementation 

At this stage, the application design that has been created 

is then implemented using the R and Shiny programming 

languages to create an application interface that allows users 

to enter data that they want to predict into the application 

through a user-friendly display. 

IV. RESULT AND DISCUSSION 

A. Prediction Page 

Fig. 2 is a display of the prediction page results. The 

design of the prediction page is created by displaying a 

navigation bar that lists the menus in the application. 

Furthermore, on the main body of the prediction page, there 

are three parts, namely a section to enter prediction data, a 

section to display prediction results, and a section to display a 

graph of accuracy test levels and a summary of the results of 

normalization of all training data and testing data. 

The form for inputting prediction data is created with 12 

input columns according to the number of variables that will 

be used for the k-NN algorithm and one button to execute the 

command to run the k-NN algorithm. In the prediction results 

section displayed in a tabular form that can be equipped with 

several features, namely the predictive data search feature, the 

feature to display the amount of data to display, and the 

pagination feature to move to the next table page if the table 

contains more than the amount of data displayed every page of 

the table. 

 
Fig. 2. Prediction Page 

B. Data Page 

The design of the data page can be seen in Fig. 3. In this 

design, there is only a table that is equipped with a state 

budget data search feature making it easier for users to find the 

data sought. 
 

 
Fig. 3. Data Page 



International Journal of Multidisciplinary Research and Publications 
 ISSN (Online): 2581-6187 

 

 

21 

 
Irma Elita and Lulu Chaerani Munggaran, “Implementation of Machine Learning Algorithm Using K-Nearest Neighbors Technique to 

Predict Indonesian State Budget Deficit,” International Journal of Multidisciplinary Research and Publications (IJMRAP), Volume 2, Issue 

9, pp. 17-22, 2020. 

There is the feature of the amount of data to be displayed 

on one page, with these features allowing users to display all 

data on one page or divide it into several pages. By default, 

the table will be displayed in 15 data rows per page. Then 

there is the pagination feature that will appear if the user 

displays the data by dividing it into several pages. 

C. Plot Page 

 
Fig. 4. Plot Page 

Figure 4 is an illustration of the plot page design. This 

page only contains a collection of graphs from the 12 data 

variables used in this study. This page also features a graphic 

information feature that will appear if the user presses one of 

the points on the chart you want to appoint.  

D. Unit Testing 

After deploying an application project, the next step is to 

test the application to determine whether the application is 

made under the expected results. The testing technique used in 

this study is unit testing. This test is done by making a test 

code to call every method in the application of the budget 

deficit prediction application. 

This research uses the help of the R language library 

named testthat in making test code. With this library, the 

results obtained from the method being tested can be 

compared to whether or not the same as the results that should 

be. Based on the results in Tab. III it can be shown that the 

testing of all the methods in this application gives the results 

as expected so that it can be concluded that the predicted 

results displayed on the application are obtained from the 

implementation of the appropriate k-NN algorithm stages. 

TABLE III. Unit Testing. 

Method Result 

normalization(data, min, max) Pass 

knn_result(test, train, class) Pass 

xy_str(x,y) Pass 

xy_range_str(xmin, xmax, ymin, ymax) Pass 

V. CONCLUSION 

The budget deficit prediction application has been 

successfully made by implementing the k-Nearest Neighbors 

technique of machine learning algorithm to classify the class 

of the predicted object, namely the budget deficit. This 

application can display prediction results by utilizing state 

budget data for the period 1984-2019 as training data which 

consists of 10 main indicator variables in the preparation of 

Indonesian state budget posture: state revenue, state 

expenditure, Gross Domestic Product (GDP), economic 

growth, inflation y-o-y, Rupiah exchange rates, 3-month SPN 

interest rates, oil prices, oil lifting, and gas lifting. 

Based on the results of testing the level of accuracy using 

the k-Fold Cross-Validation parameter optimization method 

with the value of 5-Fold Cross-Validation which means that 

this test is repeated 5 times by dividing 30 training data into 5 

groups, showing that by taking the nearest neighbor distance 

(k) as much 9 and 23 neighbors in determining class 

classification produce the same level of accuracy, which is 

63%. Since the greater the distance is taken from the k-NN 

algorithm, the slower the performance provided by the system 

therefore that this study uses the nearest distance of 9 

neighbors. 
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